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Abstract. These notes represent background and supplementary material for
our course in the Preparatory School for the conference "Lefschetz Properties
in Algebra, Geometry and Combinatorics." The school was held in Kraków
in May, 2024 and the conference took place in June, 2024.

1. Introduction

The Lefschetz properties represent some "expected" behavior of the multiplica-
tion on a graded module over a homogeneous polynomial ring. It is an extremely
natural and basic idea, and as a result it shows up in many fields, in different
guises, and it has many consequences (as is suggested by the title of the confer-
ence). But it is also true that in many situations the actual behavior is different
from the expected one. As a result, we will see situations where we want to prove
that the properties hold, but also many in which we will have to show that the
expectations do not materialize. There were three courses in this school, focused
on different manifestations of these basic principles.

A fundamental piece of information about a graded module that is behind the
Lefschetz properties is its Hilbert function. This is essentially a way of measure
“how big" the components of the graded module are. It will play an important
role in this course, and in all three courses of the Preparatory School. The Hilbert
function is an important invariant for a projective variety or, more precisely, of a
standard graded algebra (or, even more generally, of a finitely generated graded
module). It is an interesting question to determine what the known properties of
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the variety or algebra imply about the Hilbert function, and perhaps an even more
interesting question to determine the converse, i.e. what information the Hilbert
function can give about the geometry associated to the variety or algebra.

We have tried to include a fairly large number of exercises. The solutions are
at the end of the notes (after the references), but we strongly encourage you to
spend a lot of time working them out before looking at the solutions.

We assume familiarity with subvarieties of affine and projective space. The
book [24] gives a lot of the necessary background, and we include some exercises
involving that material.

We will assume that you have some familiarity with the following topics:
• affine and projective spaces,
• homogeneous coordinates for projective space,
• the projectivization of a vector space,
• duality for projective spaces,
• affine and projective varieties, hypersurfaces,
• monomial ideals,
• minimal free resolutions,

although we will review some of these notions in these notes. Some of the results
that we’ll talk about depend on the field k that we are using. Unless stated
otherwise assume that k is algebraically closed and of characteristic zero.

In these notes we will sometimes need to mention and use some facts, even if
we avoid their proofs. For the most part, these facts are placed into "Remarks."
The converse is not true, though: not all Remarks in these notes mean that their
content is a fact that we will not prove. Sometimes a remark is just a remark.

The authors recommend three additional papers that effectively complement
these notes. The first is a joint paper by Migliore and Uwe Nagel [50], which
is an expository overview of the Lefschetz properties as they appear in various
fields. The second is a joint paper of Migliore with Tadahito Harima, Uwe Nagel
and Junzo Watanabe [36]. This was one of the first papers to deal with the
Lefschetz properties, and in particular this paper introduced the use of the syzygy
bundle to prove the WLP for codimension 3 complete intersections. In addition, it
characterized the Hilbert functions of algebras with WLP or SLP (same answer!),
and described bounds on the Betti numbers for algebras with WLP. The third
paper, [40], is a nice overview of some of the open problems in the theory of
Lefschetz Properties, written by Martina Juhnke-Kubitzke and Rosa María Miró-
Roig. In addition, the book [35] by Tadahito Harima, Toshiaki Maeno, Hideaki
Morita, Yasuhide Numata, Akihito Wachi and Junzo Watanabe gives an excellent
overview of topics in Lefschetz theory that only partially overlaps with the point
of view taken in these notes.

2. Background and exercises

This section contains some exercises and remarks to help make sure you have
the needed background. The solutions can be found starting on page 105. Three
useful references for this material are [5], [24] and [62].
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2.1. Basics on varieties and rings

Exercise 2.1
Prove that in the ring R = k[x1, . . . , xn] there are

(
d+n−1

n−1
)

monomials of degree d
for any d ≥ 1 and n ≥ 1.

Exercise 2.2
Let R = k[x, y] where k is an infinite field of characteristic ̸= 2. Prove:

(a) ⟨x+ y, x− y⟩ = ⟨x, y⟩.
(b) ⟨x, y⟩ = ⟨x+ xy, y + xy, x2, y2⟩ = ⟨x+ xy, y + xy, x2⟩.
(c) In the last equality of (b), show that the three generators are irredundant

(i.e. if you remove any one of them, the ideal becomes smaller).

Exercise 2.3
Let V = V(f1, . . . , fs) and W = V(g1, . . . , gt) be varieties in the affine space kn.
Prove that

V ∩W = V(f1, . . . , fs, g1, . . . , gt).

Exercise 2.4
Prove that any finite union of points in An is an affine variety.

Exercise 2.5
Let k = R. Let Z be the set of all points in R2 with integer coordinates.

(a) Let f(x, y) be a polynomial vanishing at every point of Z. Prove that
f(x, y) must be the zero polynomial. [Hint: if f(x, y) vanishes at every
point of Z, what can you say about f(x, 0)?

(b) Conclude that Z is not an affine variety.

Exercise 2.6
Prove that

X = {(m,m3 + 1) ∈ R2 | m ∈ Z}

is not an affine variety.

Exercise 2.7
Let k be a field and let V be a subset of k1. Prove the following statement:

V is a subvariety of k1 if and only if V is a finite set of points in k1.
Note that you have to prove both directions.

Exercise 2.8
Let Fp be the field with p elements, for any prime p.

(a) Consider the polynomial g(x, y) = x2y−y2x ∈ F2[x, y]. Prove that g(a, b) =
0 for all (a, b) ∈ F2

2.
(b) Find a nonzero polynomial g(x1, . . . , xn) ∈ F2[x1, . . . , xn] involving all n

variables, such that g(a1, . . . , an) = 0 for all (a1, . . . , an) ∈ Fn
2 .

(c) Repeat (a), taking g(x, y) = xpy − ypx ∈ Fp[x, y], and (b) replacing F2 by
Fp.
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Exercise 2.9
(a) Let S be a set in kn. (If it helps, just think about R2.) Show that

S ⊆ V(I(S)).

(b) Give an example to show that the inclusion in part (a) is not necessarily
an equality. If you want, you can use the following example, as long as you
completely justify why it answers the question!

S1 = ∪{(0, i) | i ∈ Z} = {. . . , (0,−2), (0,−1), (0, 0), (0, 1), (0, 2), . . . } ⊂ R2.

You’ll have to explicitly compute I(S1), and then V(I(S1)).
(c) However, if S happens to be a variety then show that it is true that

S = V(I(S)).

Exercise 2.10
Show that if V is any affine variety in kn then I(V ) is a radical ideal. This means
that if fm ∈ I(V ) for some m then f ∈ I(V ).

Exercise 2.11
Let I and J be ideals in k[x1, . . . , xn]. We define

I ∩ J = {f ∈ R | f ∈ I and f ∈ J}.

We define IJ to be the set of polynomials that can be written as finite sums in
the following way:

IJ =
{ m∑

i=1
figi | fi ∈ I, gi ∈ J

}
.

(a) Prove that I ∩ J is an ideal.
(b) Prove that IJ is an ideal.
(c) Show that IJ ⊆ I ∩ J (as ideals).
(d) Give an example to show that IJ is not necessarily equal to I ∩ J . Justify

your answer!
(e) If I and J are ideals in k[x1, . . . , xn], prove that V(IJ) = V(I) ∪ V(J).

[Hint: this is closely related to our proof that V(I)∪V(J) is again an affine
variety.]

(f) If I and J are ideals in k[x1, . . . , xn], prove that V(I ∩ J) = V(I) ∪ V(J).
Combined with the previous part, conclude that V(IJ) = V(I ∩ J).

Exercise 2.12
Let ϕ = [F1, . . . , Fm] : Cn → Cm, where F1, . . . , Fm ∈ C[x1, . . . , xn]. Let X =
V(G1, . . . , Gk) be a subvariety of Cm (so G1, . . . , Gk ∈ C[y1, . . . , ym]). Prove that

ϕ−1(X) = V(G1(F1, . . . , Fm), . . . , Gk(F1, . . . , Fm)).

(Make sure you prove both inclusions.)
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2.2. Noetherian rings

A useful source for Noetherian rings is [5].

Exercise 2.13
Prove that k[x1, . . . , xn−1][xn] ∼= k[x1, . . . , xn].

Definition 2.14
A ring A is Noetherian if it satisfies any of the following equivalent conditions.

(a) Every non-empty set of ideals in A has a maximal element with respect to
inclusion.

(b) Every ascending chain of ideals in A stabilizes.
(c) Every ideal in A is finitely generated.

Condition (a) above is called the Ascending Chain Condition (ACC).

Remark 2.15
The equivalence of (a), (b) and (c) is proved, for example, in [5] Chapter 6. The
following statements are also true.

1. If A is Noetherian then so is the polynomial ring A[x]. (This is the fa-
mous Hilbert Basis Theorem.) Using Exercise 2.13, this implies that the
polynomial ring R = k[x0, . . . , xn] is Noetherian ([5] Theorem 7.5).

2. If A is Noetherian and ϕ : A → B is an epimorphism then B is Noetherian
([5] Proposition 7.1). This implies that any quotient R/I is also Noetherian.

It follows from all this that whenever we have an ideal I in a polynomial ring
R = k[x1, . . . , xn] over a field k then I is finitely generated. This is very useful!

Exercise 2.16
Consider the set of polynomials fi ∈ R = k[w, x, y, z] defined by

fi = wi + xi+1 + yi+2 + zi+7

for all i ≥ 1. Prove that there exists an integer N such that for i ≥ N , fi is a
linear combination (with coefficients in R) of f1, . . . , fN−1. (We do not want to
know a precise value of N .)

2.3. More background from [24] on affine varieties and ideals

Exercise 2.17
In this problem we will work over the field of real numbers, R.

(a) Let I = ⟨f1, . . . , fs⟩ be any ideal in R[x1, . . . , xn]. Let V = V(I) ⊂ Rn be
the corresponding variety. Find a single polynomial f such that V = V(f).
Prove your answer.

(b) Let I = ⟨f1, . . . , fs⟩ be any ideal in R[x1, . . . , xn]. Suppose that V(I) = ∅.
Show that there is at least one element of I that has no zero in Rn. Justify
your answer. (Notice that R is not algebraically closed, so you can’t use
the Nullstellensatz.)
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Exercise 2.18
Let V and W be varieties in Cn such that V ∩ W = ∅. Prove that there exist
f ∈ I(V ) and g ∈ I(W ) such that f + g = 1.

Exercise 2.19
Let I ⊂ k[x1, . . . , xn] be an ideal. Let

√
I be its radical. Show that there is a

positive integer p such that for every f ∈
√
I, fp ∈ I. (The thing to stress is that

the choice of p does not depend on what f you choose; rather, p depends only on
what

√
I is.) [Hint:

√
I is an ideal in a Noetherian ring.]

Exercise 2.20
Let I and J be ideals in C[x1, . . . , xn] such that

I + J = ⟨1⟩ = C[x1, . . . , xn].

(a) Prove that the varieties V(I) and V(J) are disjoint.
(b) Prove that IJ = I ∩ J .
(c) Part (b) depends very much on the assumption I + J = ⟨1⟩. Give an

example of ideals I and J not satisfying that property, for which it is not
true that IJ = I ∩ J .

Exercise 2.21
For each of the following, R is the polynomial ring k[x1, . . . , xn] and X is an
algebraic set in An

k , where k is a field. Any extra assumptions about k will be
given explicitly. For each part, give the indicated example or show that no
such example exists. When you give an example, you are allowed to choose a
specific field k and a specific value of n if you want to (e.g. taking k = R and n = 2
may be easier to visualize).
[Hint: for two of these the answer is "no " (so you have to prove that J doesn’t
exist), and the rest are "yes " (so you have to find such an example). All of these
should be very short answers!!]

(a) Does there exist an ideal J ⊂ R such that J = I(X) for some algebraic set
X, but J is not radical?

(b) Does there exist an ideal J ⊂ R such that J = I(X) for some algebraic set
X, but J is not prime?

(c) Does there exist a prime ideal J ⊂ R which is not maximal?
(d) Does there exist an ideal J that is not prime, but I(V(J)) is prime?
(e) Does there exist an ideal J and a polynomial f ∈ R such that f vanishes

at every point of V(J), but f /∈ J?
(f) Assume that k is algebraically closed. Does there exist an ideal J and a

polynomial f ∈ R such that f vanishes at every point of V(J), but no
power of f is in J?

Exercise 2.22
Let I, J be ideals in k[x1, . . . , xn] and suppose that I ⊂

√
J . Show that Im ⊂ J

for some integer m > 0.
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2.4. Background from [24] on projective varieties and homogeneous ideals

For convenience in this section our polynomial ring will be R = k[x0, . . . , xn]
(i.e. we start with x0 instead of x1), so that we can talk about varieties in Pn.

Definition 2.23
Given a monomial xm0

0 . . . xmn
n , its degree is m0 + · · · + mn. Any polynomial can

be written as a linear combination a0M0 + · · · + aNMN of distinct monomials
in a unique way. For any i, aix

mi
i is called a term. A polynomial is said to be

homogeneous if all the terms have the same degree. Any polynomial f can be
written as the sum of homogeneous polynomials: f = f0 + f1 + · · · + fd in a
unique way; the fi are called the homogeneous components of f . A homogeneous
polynomial f of degree d is also called a form of degree d.

Definition 2.24
An ideal I ⊂ k[x0, . . . , xn] is homogeneous if, for each f ∈ I, the homogeneous
components of f are also in I.

Theorem 2.25
Let I ⊂ k[x0, . . . , xn] be an ideal. The following are equivalent:

(i) I is a homogeneous ideal.
(ii) There exists a set of homogeneous polynomials f1, . . . , fs that generate I.

Exercise 2.26
Let I and J be homogeneous ideals in k[x0, . . . , xn].

(a) Prove that I + J is homogeneous.
(b) Prove that I ∩ J is homogeneous.

Exercise 2.27
Homogeneous polynomials satisfy an important relation known as Euler’s The-
orem. It says the following. For convenience assume that our field is R. Let
f ∈ R[x0, . . . , xn] be a homogeneous polynomial of degree d. Then

n∑
i=0

xi
∂f

∂xi
= d · f.

(a) Illustrate Euler’s theorem by cooking up a homogeneous polynomial, f ,
having three terms and showing that the theorem is true for your example.

(b) Prove Euler’s theorem by considering f(λx0, . . . , λxn) as a function of λ,
and differentiating with respect to λ using the chain rule.

(c) Let R = R[x, y, z] and let f = xyz. In P2
R describe V(f), V(fx, fy, fz), and

the relation between these two varieties. (Here fx, fy, fz are the partials
with respect to x, y, z respectively.) How is Euler’s theorem relevant to this
last part?

(d) Let R = R[x, y, z] and let f = xyz(x + y + z). In P2
R describe V(f),

V(fx, fy, fz), and the relation between the two. Again, how is Euler’s
theorem relevant to this last part?
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Exercise 2.28
Recall that for an ideal I ⊂ k[x0, . . . , xn], a set of polynomials f1, . . . , fr are
minimal generators for I if I = ⟨f1, . . . , fr⟩, and if the removal of any of the fi

changes the ideal. We also say that {f1, . . . , fr} form a minimal generating set for
I. For example, for I = ⟨x2, y2, (x+ y)(x− y)⟩ ⊂ k[x, y, z], the generators are not
minimal since (x+y)(x−y) = x2 −y2, so removing (x+y)(x−y) does not change
the ideal.

(a) Give an example of an ideal I ⊂ C[x, y, z] such that

• I has a minimal generating set consisting of five homogeneous poly-
nomials;

• V(I) = ∅;
• The five generators of I all have different degrees.

[Hint: think about monomial ideals.]
(b) In the statement of the Projective Weak Nullstellensatz ([24] Chapter 8,

Section 3, Theorem 8), the authors mention integers mi (in part (iii))
and r (in part (iv)). For your answer to part (a), what are the values
of m1,m2,m3 and r? Be sure to justify your answer.

(c) Find a counterexample to the following statement: If I is a homogeneous
ideal and J is an ideal such that J ⊂ I then J is homogeneous.

Exercise 2.29
Let ϕ be an automorphism of P2. What this means is that there is some invertible
3 × 3 matrix A such that for P = [p1, p2, p3],

ϕ(P ) = A

p1
p2
p3

 .
Let P,Q,R be three points in P2. Show that if P , Q, R are collinear then ϕ(P ),
ϕ(Q), ϕ(R) are collinear. Is the converse true?

Exercise 2.30
In this problem, we will be talking about planes, Λ, in Pn. You can assume that
the field in question is R, the real numbers. Remember that, in P2, the only
possibility for Λ is that it is all of P2. In P3, Λ is the vanishing locus of a single
homogeneous linear polynomial L, and we have IΛ = ⟨L⟩. You can freely use these
facts.

(a) Describe the homogeneous ideal of a plane in P4 in terms of the minimal
generators of its ideal (no proof required).

(b) Let Λ1 and Λ2 be distinct planes in P3. Prove that Λ1 ∩ Λ2 must be a line.
(c) Give an example of two distinct planes, Λ1 and Λ2, in P4 whose intersection

is the point [1, 1, 1, 1, 1].
(d) In part (c), is your answer unique, or are there finitely many possible an-

swers, or are there infinitely many possible answers? Explain.
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Exercise 2.31
A beautiful fact about projective space is the notion of duality. Let’s limit our-
selves to P2

R, the real projective plane. (We will understand that we are working
over R and not bother writing the subscript R each time.)

Recall that a line ℓ in P2 is the vanishing locus of a homogeneous linear poly-
nomial, i.e. ℓ = V(ax+ by + cz) for some choice of a, b, c ∈ R not all zero.

(a) Show that ax + by + cz = 0 defines the same line as 3x + 4y + 5z = 0 if
and only if there exists some t ∈ R such that a = 3t, b = 4t and c = 5t.
(Of course 3, 4, 5 is just an example.) [Hint: ⇐ is almost immediate. For
⇒, you can use the fact that in P2, either two lines meet at a single point
or they are the same line. It may help to take the linear algebra point of
view.]

(b) Based on (a), show that the set of lines in P2 itself can be viewed as a
projective plane, which we will denote by (P2)∨.

(c) Let P1, P2, P3 be points of (P2)∨ and let ℓP1 , ℓP2 , ℓP3 be the lines in P2 that
they correspond to. Show that P1, P2, P3 all lie on a line in (P2)∨ if and
only if ℓP1 , ℓP2 , ℓP3 all pass through a common point. [Hint: if you look
at the equation ax + by + cz = 0, you can think of a, b, c as given and
x, y, z as the variables, OR you can think of x, y, z as given and a, b, c as
the variables!]

(d) Using (c), if you take a line in (P2)∨, what does the collection of all the
points on this line correspond to back in P2? Explain your answer carefully.

(e) The following is a set of lines in P2, labelled a to g.

a

c

e

g d

b

f

Sketch the set of points in (P2)∨ dual to these lines, and label them A to
G corresponding to the similarly named lines. Make sure that your
sketch reflects when three or more of the points are on a line. [Hint: in
addition to the obvious places where three or more lines meet, the three
vertical lines meet at infinity!! Part (c) is crucial in this problem.]
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Remark 2.32
While we have been covering [24] we have stuck to the notation I(V ) for the ideal
associated to a variety V (or indeed to any subset V of affine or projective space).
Now, however, we will convert to the more standard notation IV .

3. Cohen-Macaulay Graded Rings

Let R = k[x0, . . . , xn], where k is a field. The following is from [5] page 106.

Definition 3.1
A graded ring is a ring A together with a family ([A]n)n≥0 of subgroups of the
additive group of A, such that A =

⊕
n≥0[A]n and [A]m[A]n ⊆ [A]m+n for all

m,n ≥ 0.

The following is the main example for us.

Example 3.2
R = k[x0, . . . , xn] is a graded ring since R =

⊕
t≥0[R]t, where [R]t is the k-vector

space of homogeneous polynomials (i.e. forms) of degree t over k. Recall that

dim[R]t =
(
t+ n

n

)
.

Notice that in particular, R is even a little more: it is a standard graded k-algebra,
meaning that [R]0 = k, the elements of R are generated by the elements of [R]1,
and the components are actually finite dimensional vector spaces over k.

From now on we view R as a graded ring, and focus on homogeneous ideals
(cf. [24] Chapter 8, Section 3). For convenience let’s always assume that k is an
infinite field. The following definition is from [37] Exercise II.5.10. That exercise
also shows its importance in the study of subschemes of projective space, although
we omit this topic.

Definition 3.3
If I ⊂ R is a homogeneous ideal then its saturation, Isat, is defined by

Isat = {f ∈ R | for each 0 ≤ i ≤ n there is some mi so that xmi
i f ∈ I}.

The ideal I is saturated if I = Isat.

Exercise 3.4
Prove that if I is a homogeneous ideal then so is its saturation Isat.

Exercise 3.5
Find the saturation of each of the following ideals (or explain why it is already
saturated).

(a) ⟨x2, y2, z2⟩ ⊂ k[x, y, z].
(b) ⟨x2, y2, z2⟩ ⊂ k[w, x, y, z].
(c) ⟨x2, xy, xz⟩ ⊂ k[x, y, z].
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As noted in Remark 2.32, if V ⊂ Pn is a projective subvariety (or subscheme)
then we denote by IV its homogeneous ideal. (This differs from the notation in
[24] but the definition is the same.)

Exercise 3.6
Show that the ideal IV as defined in [24] is a saturated ideal.

Remark 3.7
It’s worth noting that when I is not of the form IV for any subvariety (or sub-
scheme) V , then I is not necessarily a saturated ideal, and this means that

×L : [R/I]t → [R/I]t+1

is not necessarily injective (Exercise 3.17 (c)). So the fact that the first map in
the exact sequence (4.1) in Remark 4.13 is injective depends on the fact that IV

is a saturated ideal, i.e. that R/IV has depth ≥ 1 (see Definition 3.10).

Example 3.8
Let R = k[x, y, z] and I = ⟨x2, xy, xz⟩. Then the Hilbert function of R/I begins
with the sequence (1, 3, 3, . . . ) but clearly x ∈ [R/I]1 is in the kernel of multi-
plication by any linear form L. Notice also that the vanishing locus of I is not
zero-dimensional, as might have been suggested by the fact that the Hilbert func-
tion is equal in degrees 1 and 2, but instead consists of the line x = 0. In fact,
even though the Hilbert function takes the same value 3 in degrees 1 and 2, the
discussion after Remark 4.9 does not apply because this ideal is not IV for any
variety V . The key is that the multiplication ×L in (4.1) is not an injection (why
not?). We will talk more about this soon.

The following definition can be made more generally for a finitely generated
graded R-module, but for our purposes it is enough to define it for standard graded
k-algebras. So from now on I will be a homogeneous ideal defining a standard
graded algebra R/I.

Definition 3.9
An element F ∈ R/I of degree ≥ 1 is a non-zerodivisor (or sometimes regular
element) if, for any G ∈ R/I, the condition FG = 0 forces G = 0. A regular
sequence for R/I is a sequence of homogeneous polynomials F1, . . . , Fr ⊂ m such
that

F1 is a non-zerodivisor on R/I,
F2 is a non-zerodivisor on R/⟨I, F1⟩,

...
Fr is a non-zerodivisor on R/⟨I, F1, . . . , Fr−1⟩.

Definition 3.10
The depth of R/I is the integer

depth(R/I) = sup{j | there is some regular sequence in m of length j for R/I}.



[60] Juan C. Migliore and Giuseppe Favacchio

Remark 3.11
It is a fact that if a regular sequence of length m exists for R/I, then a regular
sequence of length m consisting of linear forms can be found. Furthermore, in this
case it suffices to choose m "sufficiently general" linear forms (once m is known).
See [16] Prop. 1.5.12.

Example 3.12
Let R = k[x0, x1, x2, x3]. Let C be a line in P3, defined by IC = ⟨x2, x3⟩. We
claim that (x1, x0) is a regular sequence for R/IC .

Notice that R/IC
∼= k[x0, x1]. If F ∈ R/IC is such that x1F = 0 in R/IC

then clearly F = 0 so x1 is a non-zerodivisor for R/IC . Now R/⟨IC , x1⟩ ∼= k[x0].
If F ∈ R/⟨IC , x1⟩ is such that x0F = 0 in R/⟨IC , x1⟩ then F = 0, so x0 is a
non-zerodivisor for R/⟨IC , x1⟩ and we are done. In particular, depth(R/IC) = 2.

Example 3.13
Let C ⊂ P = P3

R be the image of the map

ϕ : P1 → P3

given by [s, t] 7→ [s3, s2t, st2, t3] for s, t ∈ R. This image is called the twisted
cubic curve in P3. It is a fact that its homogeneous ideal is ⟨x0x3 − x1x2, x0x2 −
x2

1, x1x3 − x2
2⟩. Furthermore, KdimR/IC = 2 (see Definition 3.21 and Notation

3.23) and depth(R/IC) = 2. We will accept this as a fact.

Exercise 3.14
Find the entire Hilbert function of the algebra given in Example 3.8. Is there any
other degree in which ×L fails to be injective? Find the saturation of this ideal.
What subvariety of P2 corresponds to this saturation?

Exercise 3.15
Let R = k[x0, x1, x2, x3]. Let V be a set of two skew lines in P3, say V = V(x0, x1)∪
V(x2, x3). The homogenous ideal is IV = ⟨x0x2, x0x3, x1x2, x1x3⟩ (you can just
accept this as a fact).

(a) Let L = x0 + x1 + x2 + x3. Let G ∈ R be a homogeneous polynomial and
let Ḡ ∈ R/IV be the image of G in R/IV . If LḠ = 0 in R/IV show that
Ḡ = 0 in R/IV (i.e. G ∈ IV ). Conclude that L is a regular element.

(b) Geometrically, L defines a plane in P3. Find the two points of V ∩ V(L).
(c) Since through two distinct points of P3 there passes a unique line, there

must be another linear form L′, not a scalar multiple of L, passing through
the two points you found in (b). Find one such L′.

(d) Show that xiL
′ ∈ ⟨L, IV ⟩ = ⟨L, x0x2, x0x3, x1x2, x1x3⟩ for all 0 ≤ i ≤ 3.

(e) Conclude that R/⟨L, IV ⟩ does not have any non-zerodivisors, so

depth(R/IV ) = 1.

(f) Note that the fact that an algebra R/I has depth ≥ 1 means that there
exists a non-zerodivisor. It doesn’t mean that zerodivisors don’t exist. For
example, find a zerodivisor for R/IV .



Lefschetz Properties in Algebra, Geometry and Combinatorics [61]

The next few exercises try to draw some connections between the notion of
the saturation of a homogeneous ideal I and the depth of R/I.

Exercise 3.16
We have noted that if I is a homogeneous ideal then so is Isat (Exercise 3.4).
Denote by [I]t the vector space of homogeneous polynomials of degree t in I.
Thus we have decompositions

I =
⊕
t≥1

[I]t and Isat =
⊕
t≥1

[Isat]t.

Prove that for t ≫ 0, [I]t = [Isat]t. [Hint: use the Noetherian property.]

Exercise 3.17
Let m = ⟨x0, . . . , xn⟩, the irrelevant ideal in the graded ring R = k[x0, . . . , xn].
Let I be a homogeneous ideal. Define

I : m = {f ∈ R | fm ∈ I for all m ∈ m}.

(a) Verify that I : m is a homogeneous ideal in R.
(b) Show that I is saturated if and only if I : m = I.
(c) We define a socle element of R/I to be a non-zero element f ∈ [R/I]t (for

some t) such that f is annihilated by m. This corresponds to an element
f ∈ [I : m]t\[I]t. In particular, f is in the kernel of ×L : [R/I]t → [R/I]t+1
for all L ∈ [R]1. Show that I is saturated if and only if R/I has no socle.

Exercise 3.18
Prove that if depth(R/I) ≥ 1 then I is saturated.

Remark 3.19
In the last few exercises we have shown that

I is saturated if and only if I : m = I if and only if R/I has no socle.

We also saw that if depth(R/I) ≥ 1 then I is saturated. In fact the converse is
true, and we have the fact that

I is saturated if and only if depth(R/I) ≥ 1.

To see the last direction, recall that the associated primes of an ideal I are the
prime ideals of the form AnnR(f) for some f ∈ R/I, and consequently that I is
not saturated if and only if m is an associated prime (for one direction, take f to
be an element of largest degree in Isat/I). Now if depth(R/I) = 0 then you can
check that m is an associated prime for some primary component of I (exercise),
hence I is not saturated. That is, if I is saturated then depth(R/I) ≥ 1.
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Remark 3.20
The following is a useful fact. Let L be a linear form and assume depth(R/I) ≥
1 for some graded algebra R/I. Then for any t, multiplication by L gives the
following exact sequence:

0 →
[
I : L
I

]
t−1

→
[
R

I

]
t−1

×L−→
[
R

I

]
t

→
[

R

⟨I, L⟩

]
t

→ 0 (3.1)

(think about what the kernel of ×L is), which induces a short exact sequence

0 → [R/(I : L)]t−1
×L−→ [R/I]t → R/⟨I, L⟩ → 0.

Now assume that depth(R/I) ≥ 1 and let L be a general linear form. By Remark
3.11 we know that L is a non-zerodivisor for R/I. This means that the first term
in (3.1) is zero, and we have a short exact sequence

0 → [R/I]t−1
×L−→ [R/I]t → [R/⟨I, L⟩]t → 0.

More generally, in this situation we have

0 → R/I(−1) ×L−→ R/I → R/⟨I, L⟩ → 0

is an exact sequence of graded algebras.

Definition 3.21
Let p be a homogeneous prime ideal in R. The height of p is the supremum of
all integers i such that there exists a chain p0 ⊊ p1 · · · ⊊ pi = p of homogeneous
prime ideals in R. For a homogeneous ideal I, the height of I is the infimum of
the heights of prime ideals in R containing I. This is the codimension of I.

The Krull dimension of R/I is the supremum of the heights of all homogeneous
prime ideals in the ring R/I (not R). Equivalently, we want the longest length of
a chain

p0 ⊊ p1 ⊊ · · · ⊊ pr

of prime ideals in R, where I ⊂ p0.

The geometric version of the definition of the Krull dimension is the following
(cf. [37] page 5):

Definition 3.22
If X is a variety then the dimension of X is the supremum of all integers i such
that there exists a chain Z0 ⊊ Z1 ⊊ · · · ⊊ Zi of non-empty irreducible subvarieties
of X.

Notation 3.23
To avoid confusion we will denote the dimension of a variety X by dimX and the
Krull dimension of a graded algebra R/I by Kdim(R/I).



Lefschetz Properties in Algebra, Geometry and Combinatorics [63]

Example 3.24
(a) As one might intuitively expect, dimPn = n while

Kdim(k[x0, . . . , xn]) = n+ 1.

Indeed, the relevant chains (thinking of an i-dimensional subspace of Pn as
Pi) are

P0 ⊂ P1 ⊂ P2 ⊂ · · · ⊂ Pn−1 ⊂ Pn

and

⟨0⟩ ⊂ ⟨x0⟩ ⊂ ⟨x0, x1⟩ ⊂ ⟨x0, x1, x2⟩ ⊂ · · · ⊂ ⟨x0, . . . , xn−1⟩ ⊂ ⟨x0, . . . , xn⟩.

(b) If V(I) is a single point then dimV(I) = 0 while Kdim(R/I) = 1.
(c) In general, let I be a homogeneous ideal. Then the Krull dimension of R/I

is one more than the dimension of V(I).
(d) Say V is a line in P4 defined by the ideal ⟨x0, x1, x2⟩. We know that a line

has dimension 1, so in P4 it has codimension (i.e. height) 4 − 1 = 3. We
expect the Krull dimension of R/IV to be 1+1 = 2. Let’s look at the above
definitions.

⟨0⟩ ⊂ ⟨x0⟩ ⊂ ⟨x0, x1⟩ ⊂ ⟨x0, x1, x2⟩ = IV .

Any other prime ideal containing IV (e.g. ⟨x0, x1, x2, x3⟩) has bigger height.
So the height of IV is 3 as expected.

To get the Krull dimension of R/IV we look for homogeneous prime ide-
als containing IV . These include ⟨x0, x1, x2⟩, ⟨x0, x1, x2, x3⟩ and ⟨x0, x1, x2,
x3, x4⟩. You can convince yourself that this means that the Krull dimension
of R/IV is 2.

To get the dimension of V we look at chains of non-empty irreducible
subvarieties. We get Z0 ⊊ Z1 where Z0 is a single point and Z1 = V . These
correspond to the first two ideals in the previous chain.

Remark 3.25
(a) One can show that

height I + Kdim(R/I) = dimR = n+ 1.

(b) It is always the case that depth(R/I) ≤ Kdim(R/I).

Definition 3.26
The algebra R/I is Cohen-Macaulay if depth(R/I) = Kdim(R/I). If V is a
subvariety of Pn with saturated homogenous ideal IV , and if R/IV is Cohen-
Macaulay, then V is said to be arithmetically Cohen-Macaulay, sometimes denoted
ACM.

Example 3.27
Example 3.12 and Example 3.13 show that a line and a twisted cubic are both
ACM curves in P3.
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Exercise 3.28
(a) R itself is Cohen-Macaulay.
(b) If I = IV where dimV = 0 then R/I is Cohen-Macaulay (i.e. V is ACM).

In other words, a finite set of points in Pn is always ACM.
(c) The same does not hold for varieties of higher dimension. In particular,

find a curve C for which R/IC is not Cohen-Macaulay (i.e. C is not ACM).
[Hint: see Exercise 3.15.]

Remark 3.29
Let V be a subvariety of Pn. Let IV be its saturated homogeneous ideal. If the
number of minimal generators of IV is equal to n− dim V (i.e. equal to the codi-
mension of V in Pn) then V is called a complete intersection and is automatically
arithmetically Cohen-Macaulay. The minimal generators of IV then form a regular
sequence in m.

The following definition gives a very important class of Cohen-Macaulay alge-
bras. We will not prove the equivalence of the conditions.

Definition 3.30
Let I be a homogenous ideal in R. Then R/I is artinian if any of the following
equivalent conditions holds.

(a) R/I is finite dimensional as a k-vector space.
(b) Kdim(R/I) = 0.
(c) If m is the irrelevant ideal of R/I then mp = 0 in R/I for some (hence all

sufficiently large) p ≥ 1, i.e. (viewing m as the irrelevant ideal of R), mp ⊂ I
for some p ≥ 1.

(d) For each 0 ≤ i ≤ n there is some integer pi such that xpi

i ∈ I.
(e) For sufficiently large d we have [I]d = [R]d.
(f) If k is algebraically closed, a sixth equivalent condition is V(I) = ∅.
(g) R/I satisfies the descending chain condition for ideals.

Remark 3.31
(a) Assume that depth(R/I) ≥ 1 and Kdim(R/I) ≥ 1. Let L be a general

linear form (hence a non-zerodivisor on R/I). Then depth(R/⟨I, L⟩) =
depth(R/I) − 1 and Kdim(R/⟨I, L⟩) = Kdim(R/I) − 1.

(b) Of course if R/I is artinian then it is Cohen-Macaulay since

0 ≤ depth (R/I) ≤ Kdim(R/I) = 0.

Given a Cohen-Macaulay algebra, we construct from it an artinian algebra as
follows.

Proposition 3.32
Let R/I be a graded Cohen-Macaulay algebra of depth = Krull dimension = d.
Let L1, . . . , Ld be a regular sequence of linear forms. Then R/⟨I, L1, . . . , Ld⟩ is an
artinian graded algebra. If the Li are sufficiently general, this is called the general
artinian reduction of R/I.
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4. Introduction to Hilbert functions

4.1. Graded modules

The notion of an R-module generalizes that of a k-vector space. The following
definition is copied from [5] page 17, where you can read more about the subject.

Definition 4.1
Let A be a ring. An A-module is an abelian group M (written additively) on which
A acts linearly. More precisely, it is a pair (M,µ) where M is an abelian group
and µ is a mapping of A × M into M such that, if we write ax for µ(a, x) where
a ∈ A and x ∈ M , we have

a(x+ y) = ax+ ay,

(a+ b)x = ax+ bx,

(ab)x = a(bx),
1x = x

for all a, b ∈ A and x, y ∈ M .

Example 4.2
1. If A = k, a field, then the notions of A-module and k-vector space coincide.
2. If M = I is an ideal of A then M is an A-module. In particular, A itself is

an A-module.
3. If A = Z then the notions of A-module and abelian group coincide, where

we define
nx = x+ · · · + x︸ ︷︷ ︸

n times

for n ≥ 1.

The following is copied from [5] page 106.

Definition 4.3
If A is a graded ring (see Definition 3.1), a graded module is an A-module M
together with a family ([M ]t)t∈Z of subgroups of M such that

M =
⊕
t∈Z

[M ]t and [A]m[M ]t ⊂ [M ]m+t for all m, t ∈ Z.

If f ∈ R is any polynomial, we can always decompose f as a sum of its
homogeneous components

f = f0 + f1 + · · · + fd.

By linearity, to understand fm for m ∈ M , it’s enough to understand how ho-
mogeneous polynomials act on homogenenous elements m ∈ M . But again by
linearity, it’s enough to understand how linear forms act, and in fact it’s enough
to understand x0m, . . . , xnm.
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Example 4.4
Each of the following is a graded R-module.

1. R = k[x0, . . . , xn] is also a graded R-module.
2. The shifted module R(m) is defined by [R(m)]t = [R]m+t.
3. If I is a homogeneous ideal then R/I is a graded R-module. Recall that to

stress that the components [R/I]t are vector spaces, we often refer to R/I
as a graded algebra rather than a graded ring.

4. Let R = k[w, x, y, z] and I = ⟨w, x, y, z2⟩. Then

dim[R/I]t =
{

1, if t = 0, 1,
0, if t ̸= 0, 1.

The behavior of multiplication for R/I by a linear form is inherited from
R modulo ⟨w, x, y, z2⟩.

5. Let R = k[w, x, y, z]. Let M be a graded module defined as follows:
dim[M ]t = 2 for t = 0, 1 and [M ]t = 0 otherwise. Assume that we have
chosen bases for [M ]0 and [M ]1. Let

A =
[
a 2b
3c 4d

]
where a, b, c, d ∈ k. If L = aw + bx+ cy + dz and

m =
[
m1
m2

]
∈ [M ]0

then we define
Lm = A ·m,

where the latter is the matrix product, viewed as an element of [M ]1. This
determines the module structure of M .

Finally, if M is a graded R-module, we define the annihilator of M to be the
ideal

Ann(M) = [0 : M ] = {f ∈ R | fm = 0 for all m ∈ M}.

This is in fact a homogeneous ideal (since M is graded).

4.2. Hilbert functions and Hilbert polynomials

Let M be a graded R-module, so we also have

M =
⊕
t∈Z

[M ]t,

where [M ]t is the degree t component of M . We define the Hilbert function of M
to be the function

hM : Z → Z≥0

given by hM (t) = dimk[M ]t. The Hilbert polynomial of M is the polynomial pM (t)
defined by the following result.
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Theorem 4.5 (Hilbert-Serre)
Let M be a finitely generated graded R-module. Then there is a unique polynomial
pM (t) ∈ Q[t] such that pM (t) = hM (t) for all t ≫ 0. Furthermore, deg pM (t) =
dimZ(Ann(M)), where Z denotes the vanishing locus of a homogeneous ideal.

Proof. See [37] Theorem I.7.5.

For us the main situation will be when M = R/I is a standard graded k-
algebra (see the definition in Example 3.2), where I is a homogeneous ideal. If
I = IV for some subvariety (or subscheme) V ⊂ Pn then we will sometimes write
hV (t) for hR/IV

(t), and pV (t) for the corresponding Hilbert polynomial.

Remark 4.6
We will sometimes be interested in the first difference of the Hilbert function,
which is defined as the function

∆hR/I(t) = hR/I(t) − hR/I(t− 1)

for all t. Inductively we also define ∆2hR/I(t), ∆3hR/I(t), etc.

Remark 4.7
First let’s see what general facts we can say immediately about the Hilbert function
hR/I(t).

1. hR/I(t) = 0 for t < 0 and hR/I(0) = 1.
2. If I = IV for some subvariety (or subscheme) V ⊂ Pn then deg(pV (t)) =

dimV thanks to Theorem 4.5.
3. If I = IV for some subvariety (or subscheme) V ⊂ Pn then IV is saturated,

so depth (R/IV ) ≥ 1 (Exercise 3.18). Thus a general linear form is a non-
zerodivisor (Remark 3.11). This gives the injective homomorphism

×L : [R/IV ]t → [R/IV ]t+1.

As a consequence, we have that hV (t) ≤ hV (t + 1) for all t (in particular,
for all t ≥ 0).

4. Assume that I = IV for some subvariety (or subscheme) V ⊂ Pn of dimen-
sion d, so the Hilbert polynomial of V has the form

pV = adx
d + (terms involving lower powers of x).

Then ad · d! is an invariant of V called its degree.

Exercise 4.8
Let R = k[x, y] and let I = ⟨x4, x2y3, xy4, y6⟩.

(a) Draw a picture, using the integer points in the first quadrant and shading,
to represent the monomials in I.

(b) What are the monomials not in I? (I want the complete list.)
(c) What is the Hilbert function of R/I?
(d) What is the Hilbert polynomial of R/I?
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Remark 4.9
1. In Remark 3.29 we defined a special kind of variety called a complete in-

tersection. It turns out that for a complete intersection V , the degree of V
is the product of the degrees of the minimal generators of IV .

2. If V is a finite set of points (0-dimensional), its Hilbert polynomial is a
constant (degree 0 polynomial) that is equal to the number of points of V .
See Exercise 2.4 and Exercise 6.3.

A truly amazing fact is that we know all possible Hilbert functions of stan-
dard graded algebras! (The challenge is to derive useful information from this
knowledge!) This is provided by Macaulay’s theorem. We recall this now, without
proof.

Definition 4.10
Let m and d be positive integers. The d-binomial expansion of m is the expression

m =
(
ad

d

)
+

(
ad−1

d− 1

)
+ · · · +

(
aj

j

)
,

where ad > ad−1 > · · · > aj ≥ j ≥ 1. We further define

m(d) =
(
ad + 1
d+ 1

)
+

(
ad−1 + 1

d

)
+ · · · +

(
aj + 1
j + 1

)
.

The blockbuster result we now quote is the following:

Theorem 4.11 (Macaulay [41])
Let h = (1, h1, h2, . . . ) be a sequence of positive integers. Then h is the Hilbert
function of some standard graded algebra R/I, where R = k[x1, . . . , xn], n = h1

and k is a field, if and only if hi+1 ≤ h
(i)
i for all i ≥ 0.

A sequence satisfying this property is called an O-sequence.

Exercise 4.12
Is the following an O-sequence?

(1, 5, 12, 17, 25, 36).

Remark 4.13
There are two natural directions to go at this point. First, if you know things about
V , what can you say about what the Hilbert function hV looks like? For example, if
V is a finite set of points then we know that hV is eventually a polynomial of degree
0, i.e. a constant. More interesting in some sense is the second direction: if you
know something unusual about hV , what does that tell you about V ? There are
several ways of obtaining geometric information about a variety from knowledge
of its Hilbert function. See for instance [25], [8], [21] or [30]. We omit details. But
let’s start with more elementary observations.

To illustrate how hV (t) can give information about a variety V , suppose we
know that for some t0 we have hV (t0) = hV (t0+1) (i.e. for some t0 we have equality
in item 3 of Remark 4.7). We claim that this forces V to be zero-dimensional.
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Indeed, consider the exact sequence (see Remark 3.20)

0 → [R/IV ]t
×L−→ [R/IV ]t+1 → [R/⟨IV , L⟩]t+1 → 0 (4.1)

for any t (the injectivity comes because IV is saturated – see Exercise 3.6). It
follows that ∆hV (t) is the Hilbert function of R/⟨IV , L⟩, which is a standard
graded algebra (it is generated in degree 0 only – see Example 3.2). Thus if
hV (t0) = hV (t0 + 1), this means that ∆hV (t0 + 1) = 0, so the component of
R/⟨IV , L⟩ in degree t0 + 1 is zero. Hence R/⟨IV , L⟩ is zero in all degrees ≥ t0 + 1,
so the Hilbert polynomial of R/⟨IV , L⟩ is the zero polynomial. This means that
hV (t) = hV (t + 1) for all t ≥ t0, so pV (t) is a constant polynomial. Then by
Theorem 4.5, V is zero-dimensional.

Remark 4.14
Remark 4.13 says, in particular, that the stated assumption about the Hilbert
function forces V to be a finite set of points and pV to be a constant polynomial.
We now give an interpretation of this constant. So assume that V is a finite set of
points. We claim that the number of points of V is the value hV (t) for all t ≫ 0.
(In fact for all t ≥ t0 where t0 is as in Remark 4.13.)

Our proof will be by induction on the number of points. If |V | = 1, we can
write IV = ⟨x1, . . . , xn⟩ so R/IV

∼= k[x0], and the value of the Hilbert function is
1 in all degrees ≥ 0. Now let V ′ be a set of d points, P a single point distinct from
any of the points of V ′, and V = V ′ ∪ P . Of course we have [IV ]t ⊆ [IV ′ ]t for all
t. We have the exact sequence

0 → [IV ′ ]t/[IV ]t → [R/IV ]t → [R/IV ′ ]t → 0

for t ≫ 0. By induction, the third vector space in this sequence has dimension d,
so it is enough to check that for t ≫ 0 the first has dimension 1. In fact, we’ll
show that for any t it has dimension either 0 or 1, with the latter value for t ≫ 0.

If we set N =
(

t+n
n

)
, we have seen that dim[R]t = N , so a typical element of

[R]t has the form
F = a1x

t
0 + · · · + aNx

t
n.

Letting Q = [q0, . . . , qn] be any point of V , we see that F vanishes at Q if and
only if

a1q
t
0 + · · · + aNq

t
N = 0.

This is a homogeneous linear equation in the variables a1, . . . , aN . So in our
situation, F vanishing at the points of V ′ (i.e. F ∈ [IV ′ ]t) means we have a
homogeneous linear system of d equations. Furthermore, F also vanishing at P
(i.e. F ∈ [IV ]t) adds one more homogeneous linear equation to the system. So
either the new equation is a linear combination of the d previous equations (in
which case dim[IV ′ ]t/[IV ]t = 0) or else it imposes one new condition (meaning
dim[IV ′ ]t/[IV ]t = 1). If t ≫ 0, it is not hard to construct a hypersurface of degree
t (e.g. a union of hyperplanes) vanishing on V ′ but not on P , so not all solutions
of the first d equations also solve the (d + 1)-st equation, and the quotient is
1-dimensional.
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5. The connection to minimal free resolutions

In this section we define several kinds of algebras (including a second view of
Cohen-Macaulay algebras) in terms of the minimal free resolution

0 → Fr → Fr−1 → · · · → F1 → R → R/I → 0,

where R = k[x1, . . . , xn] is the coordinate ring for Pn−1. The projective dimension
proj dimR/I is the integer r in this minimal free resolution.

1. Cohen-Macaulay algebras. The following conditions are equivalent.
(a) R/I is Cohen-Macaulay with depth = Krull dimension = d. (Recall that

if I defines a variety V in Pn−1 then dimV = d− 1.)
(b) The projective dimension r in the minimal free resolution satisfies r =

n − d. In the special case where I = IV for some projective variety V ,
we have

r = n− d = (n− 1) + 1 − (dimV + 1) = codimension of V in Pn−1.

Again, if I = IV for a projective variety V then we say V is arithmetically
Cohen-Macaulay (ACM) if R/IV is Cohen-Macaulay.

Assume R/I has Krull dimension d (and temporarily we do not assume
that R/I is Cohen-Macaulay). The canonical module of R/I is

KR/I = Extn−d
R (R/I,R)(−n).

When R/I is Cohen-Macaulay, the minimal free resolution of KR/I is the
dual of the minimal free resolution of R/I.

2. Gorenstein algebras. R/I is Gorenstein if it is Cohen-Macaulay (i.e. r =
n− d) and the rank of Fr is 1. If I = IV for a projective variety V then we
say that V is arithmetically Gorenstein (AG).

3. Complete Intersections. R/I is a complete intersection if the rank of F1
(which is equal to the number of minimal generators of I) is equal to the
codimension of V(I) in Pn.

The minimal free resolution of a complete intersection is given by the
Koszul resolution, which is the following. Let I = (F1, . . . , Fr) be a regular
sequence (i.e. the ideal of a complete intersection), with di = degFi. Then
we have the following minimal free resolution for R/I:

0 → Fr → Fr−1 → · · · → F1 → R → R/I → 0,
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where

F1 =
r⊕

i=1
R(−di),

F2 =
2∧
F1 =

⊕
1≤i1<i2≤r

R(−di1 − di2),

F3 =
3∧
F1 =

⊕
1≤i1<i2<i3≤r

R(−di1 − di2 − di3),

...

Fr =
r∧
F1 = R(−d1 − · · · − dr).

In particular, a complete intersection is Gorenstein, and (hence) Cohen-
Macaulay. If V ⊂ Pn is a projective variety with homogenous ideal IV

satisfying the above condition then we also say that V itself is a complete
intersection.

4. Level algebras. R/I is level if it is Cohen-Macaulay (i.e. the projective
dimension r = n − d) and the direct summands of Fr all have the same
twist: Fr =

⊕
R(−m) for a fixed m.

We also mention the Auslander-Buchsbaum formula. In the setting of
standard graded algebras R/I, where R = k[x0, . . . , xn], we have

proj dim R/I + depth R/I = n+ 1.

For example, if I is the homogeneous ideal of an ACM curve in P3 then the minimal
free resolution of R/I has the form

0 → F2 → F1 → R → R/I → 0

so the projective dimension is 2. On the other hand, being ACM we have that the
depth is equal to the Krull dimension, and being a curve means that the Krull
dimension is 2. Thus the depth is 2, and we have

2 + 2 = 3 + 1 = 4

while if I is the homogeneous ideal of a non-ACM curve in P3, the projective
dimension increases by 1 and the depth drops by 1, so we have

3 + 1 = 3 + 1 = 4.

(The Auslander-Buchsbaum formula actually applies to more general situations,
but we won’t go into that here.)

Exercise 5.1
Show that if R = k[x, y], where k is a field, and if R/I is artinian and Gorenstein
then in fact R/I is a complete intersection. We will see examples to show that
this is no longer true in three or more variables.
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Remark 5.2
If R/I is Gorenstein, it is isomorphic to a twist of its canonical module. This
implies:

The Hilbert function of an artinian Gorenstein algebra is symmetric.

It also means that if you dualize the minimal free resolution, up to twist the
result that you get is the same as the original resolution! In particular, the ranks
of the free modules in the resolution are symmetric. For example, if R/I is a
complete intersection of forms of degree 5 in 6 variables then the minimal free
resolution (from the Koszul resolution) is

0 → R(−30) → R(−25)6 → R(−20)15 → R(−15)20

→ R(−10)15 → R(−5)6 → R → R/I → 0

so you can see, looking left to right and looking right to left, the symmetry of the
ranks.

A consequence of this (with a little calculation) is that up to twist, R/I is
self-dual. In particular, the h-vector of R/I is also symmetric. We will see that
the h-vector is not necessarily unimodal, though.

The fact that R/I is self-dual (up to twist) is very useful in the study of
Lefschetz properties for Gorenstein artinian algebras, as we will see.

6. Examples of Cohen-Macaulayness

Exercise 6.1
Play with a computer algebra program. For example, verify that five random
points in P3 (or n + 2 random points in Pn) are arithmetically Gorenstein. In
particular, verify that not all Gorenstein algebras are complete intersections.

Exercise 6.2
Check that a set of two skew lines in P3 is not ACM, although either line by itself
is ACM.

Exercise 6.3
Prove that the Hilbert function of a set of d points in Pn is strictly increasing
until it reaches the value d, at which time it becomes constant. Thus the Hilbert
polynomial of a finite set of points is the constant polynomial equal to the number
of points in the set.

Example 6.4
Here is an interesting variety that turns out to always be ACM. We refer to [27]
for details. Let A be a hyperplane arrangement in Pn, i.e. it is a union of, say, r
hyperplanes in Pn. Fix an integer c with 2 ≤ c ≤ n and assume r ≥ c. We make
the special assumption that any c+1 of the hyperplanes meet in codimension c+1.
(If c = n, this means that no c+ 1 of the hyperplanes have a common point.) For
example, if c = 2 and n = 3 we have a union of r planes in P3 and we are assuming
that no three share a line.
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Notice that the special assumption also means that for c ≤ n, any c of the
hyperplanes meet in a linear variety of codimension c, and that two different choices
of c of the hyperplanes give different codimension c linear varieties.

Now let V be the union of the codimension c linear varieties obtained in this
way. Notice that deg V =

(
r
c

)
. It turns out that V is always ACM. The main

tool to prove this is a construction from liaison theory called basic double linkage,
which is beyond the scope of these notes. See [46] for details.

Three directions that have been taken in the literature to extend this example
are the following. First, one can move from hyperplane arrangements to hyper-
surface arrangements. Second, one can relax the assumption that no c+ 1 of the
hyperplanes meet in codimension c. And third, in the case that c = 2, we can
relate this to Jacobian ideals. In all three situations, the Cohen-Macaulay question
is of great interest and partial results have been obtained.

Example 6.5
Let C and C ′ be ACM curves in P3 such that X = C∪C ′ is a complete intersection,
say of a surface of degree a and a surface of degree b. Assume that C and C ′ meet
in a finite set of points, Y . We will sketch the proof that Y is AG. We use some
machinery that is not assumed for this course, and it is not important if you do
not follow the details of the argument. The point is to give an example of a nice
connection between ACM varieties of some codimension (related in a strong way)
and a resulting AG variety of codimension one greater.

Since C and C ′ are ACM of codimension 2, their minimal free resolutions have
the form

0 → F2 → F1 → IC → 0

and
0 → G2 → G1 → IC′ → 0.

There is a standard exact sequence

0 → IC ∩ IC′ → IC ⊕ IC′ → IC + IC′ → 0.

Now, IC ∩ IC′ = IX and IY is the saturation of IC + IC′ .
There is a process called sheafification that converts graded modules to sheaves,

and it respects short exact sequences. We get, for any integer t, the exact sequence

0 → IX(t) → IC(t) ⊕ IC′(t) → IY (t) → 0.

Taking cohomology we would get long exact sequence at this point, but since X
is ACM it turns out that h1(IX(t)) = 0 for all t, so in fact (taking a direct sum
over all t) we have a short exact sequence of saturated homogeneous ideals

0 → IX → IC ⊕ IC′ → IY → 0.

We know the minimal free resolution for IX from the Koszul resolution, and we
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wrote the minimal free resolutions for IC and IC′ above, so we have

0 0
↓ ↓

R(−a− b) F2 ⊕ G2
↓ ↓

R(−a) ⊕R(−b) F1 ⊕ G1
↓ ↓

0 → IX → IC ⊕ IC′ → IY → 0
↓ ↓
0 0

There are induced horizontal maps, and applying the construction of the mapping
cone, one obtains the free resolution

0 → R(−a− b) → R(−a) ⊕R(−b) ⊕ F2 ⊕ G2 → F1 ⊕ G1 → IY → 0.

This resolution is not minimal, but the fact that at the end we have only rank 1
(namely R(−a − b) and the fact that Y has codimension 3 means that Y is not
only ACM but in fact also AG.

7. Artinian reductions and h-vectors

We now explore the relation between the Hilbert function of a graded Cohen-
Macaulay algebra and that of any artinian reduction. See Proposition 3.32.

Proposition 7.1
Let R = k[x0, . . . , xn] and let I be a homogeneous ideal of R.

(a) Assume that I is saturated and that L is a general linear form. Then the
Hilbert function of R/⟨I, L⟩ is ∆hR/I .

(b) Let A = R/I be a Cohen-Macaulay algebra of Krull dimension d. Let
L1, . . . , Ld be a regular sequence of linear forms for A and let B = A/(L1, . . . ,
Ld)A be the corresponding artinian reduction. Then the Hilbert function of
B is

hB(t) = ∆dhA(t).
It takes the value zero for all t ≫ 0.

Proof. The assumptions of (a) imply that L is a non-zerodivisor for R/I (Exercise
3.18 and Remark 3.11). Then as in (4.1), we have the exact sequence

0 → [R/I]t
×L−→ [R/I]t+1 → [R/⟨I, L⟩]t+1 → 0

from which the result follows by exactness. This proves (a).
For (b), since R/I is Cohen-Macaulay and L1, . . . , Ld is a regular sequence for

R/I, we have for any 1 ≤ i ≤ d a short exact sequence

0 −→ [R/⟨I, L1, . . . , Li−1⟩]t−1
×Li−→ [R/⟨I, L1, . . . , Li−1⟩]t
−→ [R/⟨I, L1, . . . , Li−1, Li⟩]t −→ 0

(7.1)
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(where the case i = 1 refers to the homomorphism [R/I]t
×L1−→ [R/I]t+1). Then

the result follows by induction on d and again by exactness of this sequence. The
fact that it is eventually zero comes from the fact that artinian algebras are finite
dimensional vector spaces over k.

Definition 7.2
Let A = R/I be a Cohen-Macaulay algebra of Krull dimension d, let L1, . . . , Ld

be a regular sequence of linear forms for A and let B = A/(L1, . . . , Ld)A be the
corresponding artinian reduction as in Proposition 7.1. Ignoring zero values, the
Hilbert function hB(t) = ∆dhA(t) is called the h-vector of V .

Example 7.3

1. Let V be a set of 12 general points in the plane. Then the Hilbert function
of V is

hV = (1, 3, 6, 10, 12, 12, . . . )

so the h-vector is (1, 2, 3, 4, 2).
2. Let V be the twisted cubic curve in P3. Then the Hilbert function of V is

hV = (1, 4, 7, 10, . . . ).

We know that V is ACM (Example 3.27) with d = Kdim(R/IV ) = 2. Thus
by Proposition 7.1 we get

∆hV = (1, 3, 3, 3, . . . )

and the h-vector is ∆2hV = (1, 2).
3. Let V be the complete intersection in P4 of a quadric hypersurface and a

cubic hypersurface. This illustrates Remark 3.29 and Remark 4.9. Then
the saturated homogeneous ideal of V has two minimal generators, one
of degree 2 and one of degree 3. These two polynomials form a regular
sequence (since the codimension is equal to the number of generators). It
can be shown that the Hilbert polynomial of V is pV = 3t2 + 2 so the
degree is 3 · 2! = 6 = 2 · 3 (the latter being the product of the degrees of
the minimal generators). In fact the Hilbert function is

hV = (1, 5, 14, 29, 50, 77, . . . )

so

∆hV = (1, 4, 9, 15, 21, 27, . . . ),
∆2hV = (1, 3, 5, 6, 6, 6, . . . ),
∆3hV = (1, 2, 2, 1)

and this latter is the h-vector.
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4. Let C be a line in P3. Let’s find its Hilbert function hC in a more geometric
way.
(a) Certainly dim[IC ]0 = 0 so

hC(0) = dim[R]0 − dim[IC ]0 = 1 − 0 = 1.

(b) There are two independent linear forms containing C (since a line is
the intersection of two planes in P3). So dim[IC ]1 = 2 and

hC(1) = dim[R]1 − dim[IC ]1 = 4 − 2 = 2.

(c) Let t ≥ 2. Choose any t + 1 points, P1, . . . , Pt+1 of C. Verify the
following facts.
(i) If F is a homogeneous polynomial of degree t vanishing at P1, . . . , Pt+1

then F vanishes on all of C.
(ii) There exists F homogeneous of degree t vanishing on any t of the

points P1, . . . , Pt+1 but not vanishing on all of C. (Think of unions
of planes.)

It follows from these two facts that C imposes t + 1 independent con-
ditions on forms of degree t. Thus

hC(t) = dim[R]t − dim[IC ]t = dim[R]t − (dim[R]t − (t+ 1)) = t+ 1.

So the Hilbert function of C is (1, 2, 3, 4, . . . ).

Exercise 7.4
(a) Prove that five points in P2 fail to impose independent conditions on plane

cubics (i.e. forms of degree 3 in C[x0, x1, x2]) if and only if they all lie on a
line.

(b) If V is a set of seven points lying on an irreducible conic in P2, prove that
its Hilbert function is the sequence (1, 3, 5, 7, 7, 7, . . . ). [Hint: you can use
without proof the fact that it’s impossible to have three collinear points on
an irreducible conic.]

(c) Describe what a set of points would look like if its Hilbert function is

(1, 3, 5, 6, 7, 7, 7, . . . ).

[Hint: I would start by seeing what the "5" tells you; you can use the result
of (c) even if you didn’t solve it.]

Exercise 7.5
Let C be a set of two skew lines in P3, which we have seen is not ACM (Ex-
ercise 3.15). Without loss of generality assume that R = k[w, x, y, z] and C =
V(w, x) ∪ V(y, z). It happens to be true that IC = ⟨wy,wz, xy, xz⟩, and you can
use this fact without proof.

(a) Find the Hilbert function of R/IC .
(b) The Krull dimension of R/IC is 2. What is ∆2hC?
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Remark 7.6
Note that if R/I is CM then its Hilbert function can be computed from that of the
general artinian reduction by "integrating." For instance, in Example 7.3 3. above,
starting from the h-vector we could work backwards to obtain

(1, 2, 2, 1),
(1, 1 + 2, 1 + 2 + 2, 1 + 2 + 2 + 1, 1 + 2 + 2 + 1 + 0, . . . ) = (1, 3, 5, 6, 6, . . . ),
(1, 4, 9, 15, 21, 27, . . . ),
(1, 5, 14, 29, 50, 77, . . . ).

In fact, if V is ACM then its degree can be gotten simply by adding the entries of
the h-vector.

Exercise 7.7
If V is a finite set of points with h-vector (1, a1, a2, . . . , ad), show that the number
of points of V is 1 + a1 + · · · + ad. [Hint: see Remarks 4.13 and 7.6.]

Exercise 7.8
All of these calculations depend on the assumption that V is arithmetically Cohen-
Macaulay, i.e. that R/IV is a Cohen-Macaulay ring. Why?

Exercise 7.9
Suppose that V is an ACM surface (i.e. 2-dimensional) in P6 with h-vector (1, 4, 7,
8, 2). Find the degree of V and find the Hilbert function of V (as a sequence, not
necessarily in closed form).

Exercise 7.10
Let R = k[w, x, y, z] and suppose I ⊂ R is a homogeneous ideal with Hilbert
function

hR/I(t) = (1, 4, 3, 4, 5, . . . ).

Prove that I is not saturated, and describe geometrically the saturation Isat of I,
and find its Hilbert function. [Hint: See Example 7.3 4.]

8. Lefschetz Properties

In studying the depth of R/I we saw that it involves the injectivity of the
multiplication ×L, where L is a linear form. (See Remark 3.20.) Notice that
the next best thing to injectivity is surjectivity, and for some algebras R/I it can
happen that for a general linear form L, the multiplication ×L : [R/I]t → [R/I]t+1
is not always injective (i.e. the depth of R/I is zero), but ×L is either injective or
surjective for each t (in fact it is injective up to a certain degree and then surjective
for each degree after that). This certainly is not true for all algebras, as we will
see, and our focus will be on figuring out for which algebras R/I this desirable
property actually does hold.
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Definition 8.1
A graded algebra R/I has the Weak Lefschetz Property (WLP) if, for a general
linear form L, the homomorphism defined by the multiplication ×L : [R/I]t−1 →
[R/I]t has maximal rank for all t. It has the Strong Lefschetz Property (SLP) if
×Ld : [R/I]t−d → [R/I]t has maximal rank for all t and all d.

Good general references for the Lefschetz properties are [50] and [35].

Remark 8.2
We have defined the WLP and SLP for standard graded algebras R/I, but indeed
the exact same definitions apply if we replace R/I by any finite length graded
R-module M . We will stick with the more restricted definition since that is the
most studied situation, but see also [45], [26], [43], [42] and [44].

The following are some specific kinds of algebras R/I that have been the focus
of research by different authors, many more are in the parallel courses by Pedro
Macias Marques and Alexandra Seceleanu. The following list is far from being
complete, and should just get you started if you pursue any of these directions.
We will only talk about a couple of these, and not in a comprehensive way.

1. Complete intersections (some references: [36], [51], [39], [4], [11], [12]);
2. Gorenstein algebras (some references: [38], [9], [14], [28], [29], [1]);
3. Ideals generated by powers of linear forms (some references: [63], [49], [31],

[47], [10], [52], [59], [33], [17]);
4. Monomial ideals and ideals coming from combinatorics in different ways.

(some references: [13], [48], [2], [3], [23], [19]).

Remark 8.3
It is important to notice that as L ranges over [R]1, the rank of ×L is lower
semicontinuous, meaning that there is an open set where it achieves the greatest
rank among all such L, and special L could have lower ranks. Thus to prove that
R/I has WLP or SLP, it is enough to find one linear form giving maximal rank.
(For example, think of a 3 × 3 matrix of linear forms. For most choices of values
to plug in for the variables, the determinant will be non-zero, so you get rank 3,
but for special entries the determinant is 0 so the rank drops.) A linear form L
for which the multiplication has maximal rank in all degrees is called a Lefschetz
element for R/I.

Recall that the Hilbert function of an artinian graded algebra can be repre-
sented by a finite sequence of positive integers. If R/I is a graded artinian algebra
then there is a last non-zero component, say [R/I]p. Hence there is no hope that
×L : [R/I]t → [R/I]t+1 is injective for all t, since in particular [R/I]p → [R/I]p+1
is not injective. But there is hope that the WLP might hold. It is interesting to
study what properties prevent WLP from holding and what properties guarantee
it.

Lemma 8.4
Let R/I be an artinian graded algebra and let L be a linear form. If ×L :
[R/I]t−1 → [R/I]t is surjective then ×L : [R/I]t−1+r → [R/I]t+r is surjective
for all r ≥ 0.
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Proof. Consider the exact sequence from Remark 3.20:

0 →
[
I : L
I

]
t−1

→
[
R

I

]
t−1

×L−→
[
R

I

]
t

→
[

R

⟨I, L⟩

]
t

→ 0.

In particular we have the exact sequence

[R/I]t−1
×L−→ [R/I]t → [R/⟨I, L⟩]t → 0

and the last vector space in this sequence is zero if and only if ×L is surjective in
that degree. But R/⟨I, L⟩ is a standard graded algebra, so once it is zero in one
degree, it is zero forever after.

Exercise 8.5
Prove that if the Artinian algebra R/I has the WLP then the Hilbert function
of R/I is unimodal. In fact, show that it is strictly increasing for a while, then
non-increasing (but not necessarily strictly decreasing), but eventually zero. See
the paper [36] for a complete characterization of the shape of the Hilbert function
of an algebra with the WLP (in fact the same description holds for SLP!). For
example, the Hilbert function cannot be (1, 4, 7, 6, 7, 3) even though one might
hope that ×L could be injective at first, then surjective, then injective again, then
surjective.

Exercise 8.6
An important tool for studying Lefschetz properties for monomial algebras is the
fact that R/I has the WLP (or SLP) if and only if the linear form given by the
sum of the variables is a Lefschetz element. This was first proved in [48], and we’ll
also talk about it in class. Write the proof carefully.

Exercise 8.7
Let I = ⟨x2, y2, z2⟩ ⊂ R = k[x, y, z]. For this exercise see also Examples 8.10 and
8.11.

(a) Prove that the Hilbert function of R/I is (1, 3, 3, 1) (writing only the non-
zero values).

(b) Let L = x+ y+ z. Show that ×L is injective from degree 0 to degree 1 and
surjective from degree 2 to degree 3.

(c) Show that ×L is bijective from degree 1 to degree 2 if and only if char(k) ̸=
2. Combining (b) and (c), conclude that R/I has the WLP if and only if
char(k) ̸= 2.

(d) If char(k) = 2, find an element in [R/I]1 which is in the kernel of ×(x+y+z)
from degree 1 to degree 2.

Remark 8.8

1. In the example given in Exercise 8.7, I is not saturated, but still it behaves
in a much better way than the ideal in Example 3.8. This is because I is
what is called a complete intersection (even though it is artinian as well).
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2. Exercise 8.7 illustrates the fact that the characteristic sometimes plays an
interesting role in the study of the Weak Lefschetz property, as do monomial
ideals and as do complete intersections. Maybe one of the most important
open questions about the WLP is whether all artinian complete intersec-
tions in ≥ 4 variables have the WLP, in characteristic zero. It is known to
be true for monomial complete intersections, but not known for arbitrary
complete intersections.

Exercise 8.9
This example appeared first in [15] Example 3.1. Let R = k[x, y, z] and I =
⟨x3, y3, z3, xyz⟩.

(a) Prove that R/I is artinian.
(b) Find the Hilbert function of R/I.
(c) Show that R/I fails the WLP in any characteristic. [Hint: focus on the

multiplication from degree 2 to degree 3. It is a fact, which you can use,
that for studying WLP for a monomial ideal, it is enough to consider ×L
for L = x+ y + z.]

The paper [48] extends this, exploring the WLP more generally for monomial
ideals in n + 1 variables having n + 2 minimal generators and containing powers
of each of the variables (i.e. almost complete intersections). The ideal in Exercise
8.9 is a specific example of the case n = 2. The main results of [48] are for n = 2.

Example 8.10
Let I = ⟨x2, y3⟩ ⊂ k[x, y], where k is any field. The Hilbert function of R/I is

dim[R/I]t =



1, if t = 0,
2, if t = 1,
2, if t = 2,
1, if t = 3,
0, if t ≥ 4.

Since I is a monomial ideal, we can use Exercise 8.6 to study the WLP for R/I.
So let L = x+ y. We claim that ×L : [R/I]t−1 → [R/I]t is

• injective for t ≤ 1,
• an isomorphism for t = 2,
• surjective for t ≥ 2.

Let us check what happens in the middle, i.e. from degree 1 to degree 2. Let
f = ax+ by ∈ [R]1 = [R/I]1. Then

Lf = (x+ y)(ax+ by) = (a+ b)xy + by2

(using the fact that x2 = 0 in R/I). In order for Lf to be zero in R/I, then, we
need a = −b and b = 0. Thus a = b = 0 and so ×L is an isomorphism in this
degree as desired.

We will see later that by duality (see Section 11 below), the calculation we
just made in fact proves the full WLP in this example.
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Example 8.11
Let I = ⟨x3, y3, z3⟩ ⊂ Z3[x, y, z]. We leave it to you to check that the Hilbert
function of R/I is the sequence (1, 3, 6, 7, 6, 3, 1). Let L = ax + by + cz be any
linear form (even though we know that it is enough to study L = x+ y + z). We
claim that ×L : [R/I]2 → [R/I]3 has a nonzero kernel, so R/I fails WLP. Indeed,
working for now in R itself we have

L · L2 = L3 = (ax+ by + cz)3 = a3x3 + b3y3 + c3z3 ∈ [I]3,

so ×L does indeed have a nonzero kernel. This example stresses the important
role that the field can play.

9. The Non-Lefschetz locus

The name "non-Lefschetz locus" was introduced in [11], and indeed the most
thorough treatment can be found there. See also [43], [42] and [44] for more recent
work on this topic.

Definition 9.1
Let R/I be a standard graded k-algebra, where k is a field. The non-Lefschetz
locus of R/I is the set LR/I of linear forms of R that are not Lefschetz elements
(i.e. such that the corresponding multiplication does not have maximal rank).

Remark 9.2
1. Since multiplication by a nonzero scalar does not affect the rank of ×L, we

view LR/I as a subset of Pn−1 rather than of [R]1, where n is the number
of variables.

2. LR/I actually has a scheme structure, which we will not worry about here.
But see [45] and [11] (especially the latter) for details.

3. It is often convenient to restrict to the multiplication ×L from a fixed degree
to the next in R/I. In very nice situations (e.g. when R/I is Gorenstein),
it is enough to find this locus in one specific degree in order to know it for
all of R/I. Again see [11].

4. Notice that LR/I could be empty and it could also be all of Pn−1. In fact,
by definition R/I fails WLP exactly when LR/I = Pn−1.

5. In this section we have worked in the context of a graded k-algebra R/I.
However, the definitions of WLP, of Lefschetz elements and of non-Lefschetz
locus work for any graded R-module.

The notion of studying the linear forms that fail to give maximal rank for
multiplication on graded modules is really a question about determinantal vari-
eties, and as such is a classical idea. Next we give an example where we compute
a non-Lefschetz locus, and we give an application to liaison theory due to Joe
Harris.

Example 9.3
This example gives an interesting application of the non-Lefschetz locus to liaison
theory, originally due to Joe Harris.
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Let I = ⟨x, y, z, w2⟩ ⊂ C[x, y, z, w]. It’s easy to check that

dim[R/I]t =
{ 1, if t = 0, 1,

0, if t ̸= 0, 1.

First let us find the non-Lefschetz locus for R/I. Let L = ax+by+cz+dw ∈ [R]1.
We want to know for which a, b, c, d is it true that ×L fails to have maximal rank
from degree 0 to degree 1. In this case, failure of maximal rank is equivalent to
×L being the zero map.

Take as a basis for [R/I]0 the element 1, and as a basis for [R/I]1 the element
w. Clearly (ax + by + cz + dw)(1) = 0 in R/I if and only if d = 0. Thinking
of [R]1 as an affine space, the non-Lefschetz locus is the hyperplane defined by
d = 0. Projectivizing this, we get that the non-Lefschetz locus LR/I ⊂ P3 is the
plane defined by V(d) (note that the variables defining this projective space are
a, b, c, d).

This example originally arose in a very different setting, which we now describe
(and was Harris’ original motivation for his suggestion).

For curves in P3 (and in fact much more generally, but here we restrict the
setting) there is an equivalence relation called liaison. Two curves are directly
linked (essentially) if their union is a complete intersection. The notion of direct
linkage generates an equivalence relation called liaison. (Direct linkage satisfies
the symmetric property but not the reflexive or transitive properties.) There is a
graded module called the Hartshorne-Rao module

M(C) =
⊕
t∈Z

H1(IC(t))

that is an invariant of the liaison class of C up to shifts and duals. Harris noticed
that the non-Lefschetz locus (using the modern name) is an isomorphism invariant,
so it has information for us about the liaison class. (See [46] for details.)

Now let C be the disjoint union of a line λ and a conic Y in P3. λ meets the
plane of Y in a point, P . It turns out that M(C) is isomorphic to R/(Iλ + IY ).
When P = [0, 0, 0, 1], we get M(C) is precisely the ring R/I of this example.
Otherwise it differs by a change of variables. Omitting a lot of details, including
a very powerful theorem of Rao from [60], one shows that if C ′ is another curve
consisting of the disjoint union of a line and a conic then C is linked (in a finite
number of steps) to C ′ if and only if C and C ′ share the same distinguished
point P .

10. Hilbert functions of Gorenstein algebras

The study of Hilbert functions of artinian Gorenstein algebras is far from
complete, but there are many fascinating results that are known. In this section
we will describe some of this work, especially as it relates to the question of WLP
and/or SLP.

We first remind the reader of the important fact that the Hilbert function of
an artinian Gorenstein algebra is symmetric (see Remark 5.2). We will see that
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there is only one obvious condition on a symmetric Hilbert function that forces
the WLP to hold, but there is much more in the direction of Hilbert functions
that force WLP not to hold for Gorenstein algebras. And there is a lot that has
been discovered in the non-WLP setting.

10.1. Hilbert functions of Gorenstein algebras with the WLP

As we have said, we have a complete understanding of the possible Hilbert
functions of artinian Gorenstein algebras with the WLP. We will describe this in
this subsection.

Definition 10.1
Let

h = (1, h1, h2, h3, . . . , he−3, he−2, he−1, he = 1)
be a symmetric vector of positive integers.

Consider the first difference sequence given by

gi = hi − hi−1 for 1 ≤ i ≤
⌊e

2

⌋
(see Remark 4.6). Then we say that h is an SI-sequence if both h and g are
O-sequences (see Definition 4.11).

The term "SI-sequence" is named after Stanley and Iarrobino. The following
exercise and theorem together give a complete classification of the Hilbert functions
of artinian Gorenstein algebras with the WLP.

Exercise 10.2
Let R/I be an artinian graded Gorenstein algebra and let h be its Hilbert function.
If R/I has the WLP then prove that h is an SI-sequence. [Hint: See Remark 3.20
and Proposition 11.1 below.]

We will see that the converse of the statement in Exercise 10.2 is not true (see
the description of Ikeda’s example below): if R/I is Gorenstein and the Hilbert
function of R/I is an SI-sequence, it almost never forces R/I to have the WLP.
See Remark 10.6, though. However, a partial converse does hold and it completes
the classification of Hilbert functions of Gorenstein algebras with the WLP.

Theorem 10.3 ([34])
If h is an SI-sequence (for any number of variables h1) then there exists a standard
graded artinian Gorenstein algebra R/I with Hilbert function h, having the WLP.

Now we briefly consider a special kind of Gorenstein algebra, and we will see
that it is forced to have the WLP.

Definition 10.4
A compressed Gorenstein algebra is one for which the Hilbert function is as big as
possible. Thanks to symmetry, this means that the Hilbert function is of the form(

1, 3, 6, . . . ,
(
d− 1

2

)
,

(
d

2

)
,

(
d− 1

2

)
, . . . , 6, 3, 1

)
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in the case of even socle degree (i.e. the last non-zero entry is in even degree) and
of the form (

1, 3, 6, . . . ,
(
d− 1

2

)
,

(
d

2

)
,

(
d

2

)
,

(
d− 1

2

)
, . . . , 6, 3, 1

)
in the case of odd socle degree.
Exercise 10.5
Verify that the Hilbert function of a compressed Gorenstein algebra is an SI-
sequence.
Remark 10.6
In general, the Hilbert function of an algebra R/I (not necessarily Gorenstein)
does not force it to have the WLP, nor to fail to have the WLP. However, there
is a class of algebras for which the Hilbert function does force the WLP, and this
was described in [57]. We will omit details here.

For Gorenstein algebras of arbitrary codimension, though, there is one type of
Hilbert function that clearly forces the WLP, and one trait of the Hilbert function
that forces WLP to fail. We describe them now. (We do not in any way claim
that either of these is the only example with the claimed property.)

First, if h is a compressed artinian Gorenstein algebra of even socle degree
e and R/I has Hilbert function h then clearly R/I has the WLP. Indeed, up to
and including degree e

2 , I is zero so R/I coincides with R and multiplication by
any linear form is injective. But we have reached the middle of the h-vector, so
by duality all other maps are surjective, and WLP holds. Notice that if R/I has
odd socle degree then even if it is compressed, the middle map can fail to be an
isomorphism. This happens, for instance, in Ikeda’s example [38] described below.

Second, we saw in Exercise 8.5 that if R/I (not necessarily Gorenstein) has
the WLP then its Hilbert function is unimodal. Thus any artinian algebra whose
Hilbert function is not unimodal must fail WLP.

But we now have an even stronger condition for Gorenstein algebras. In Exer-
cise 10.2 we saw that an artinian Gorenstein algebra whose Hilbert function is not
an SI sequence has no hope of having the WLP, even if it is unimodal. Artinian
Gorenstein algebras whose Hilbert functions are unimodal but not SI have been
studied in [58]. This extends the observation in Remark 10.6 about non-unimodal
Hilbert functions forcing the WLP to fail.
Exercise 10.7
Find a sequence that is

• symmetric,
• an O-sequence,
• unimodal,

but is not an SI-sequence. (You do not have to find an explicit algebra with these
properties, only a sequence. But see [58] for results on such algebras.)

We remark here that since your solution to this problem is at least an O-
sequence, Macaulay’s theorem (Theorem 4.11) guarantees that there is a standard
graded artinian algebra with this Hilbert function; what’s new here is that this
algebra can never be Gorenstein.
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10.2. Hilbert functions of Gorenstein algebras not necessarily with the WLP

If our artinian Gorenstein algebra R/I does not necessarily have the WLP, a
great deal of very interesting research has been done to study the possible Hilbert
functions, even though we are far from a complete classification as we had when
WLP is assumed. In this subsection we will sketch some of what is known. We
will divide our discussion according to the codimension.

10.2.1. Two variables

We will see shortly that in this setting everything has the SLP (at least in
characteristic zero). However, for our purposes we recall from Exercise 5.1 that
any artinian Gorenstein algebra over k[x, y] is in fact a complete intersection. Thus
the relevant fact is encapsulated by the following exercise.

Exercise 10.8
(a) Show that the Hilbert function of any complete intersection k[x, y]/I has

the form

(1, 2, 3, 4, . . . ,m− 1,m,m, . . . ,m,m− 1, . . . , 4, 3, 2, 1)

where the number of m’s in the middle is arbitrary. With this notation, the
ideal I is of the form I = (f, g), where f has degree m and the degree of g
is the degree where the second m − 1 occurs in the Hilbert function. If f
and g both have degree m then there is only one m in the Hilbert function.

(b) Confirm that such a sequence is an SI-sequence.

10.2.2. Three variables

We saw in the last section that in any number of variables, the SI-sequences
are precisely the Hilbert functions of artinian Gorenstein algebras with the WLP.

On the other hand, we have noted that in three variables it is an open question
whether all codimension 3 artinian Gorenstein algebras have the WLP. It may be
surprising, then, to know the following fact, originally due to Richard Stanley (see
also Zanello [69]), that could be interpreted as suggesting that it might be true
that all codimension 3 artinian Gorenstein algebras have the WLP. (But before
you get too excited about this possiblity, see the situation in codimension 4.)

Theorem 10.9 ([66])
If R/I is a codimension 3 artinian Gorenstein algebra then its Hilbert function is
an SI-sequence.

10.2.3. Four variables

The first thing to note is that in this situation it is known that WLP does not
necessarily hold! (This explains why Question 11.4 below is only in codimension
3.) The first example is due to Ikeda ([38] Example 4.4). Her example has Hilbert
function (1, 4, 10, 10, 4, 1). Notice that this is unimodal and even compressed, so
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it gives the first example that although WLP implies unimodal (and in fact SI),
the converse is not true.

In fact, there is suggestive evidence that the Hilbert function of a codimension
4 artinian Gorenstein algebra is always an SI sequence. Indeed, apart from the
fact that there is no known counter-example, it was shown in [53] that any artinian
Gorenstein algebra with Hilbert function

(1, 4, h2, h3, h4, . . . , he−3, he−2, 4, 1)

and h4 ≤ 33 has Hilbert function that is an SI sequence (which of course is even
stronger than simply being unimodal). This was extended by Seo and Srinivasan
[64] to the case h4 = 34. So one can pose the question whether the Hilbert
functions of all artinian Gorenstein algebras of codimension 4 are SI sequences,
and we conjecture that the answer is "yes":

Conjecture 10.10
Let R/I be a codimension 4 artinian Gorenstein algebra with Hilbert function

h = (1, 4, h2, h3, h4, . . . , h4, h3, h2, 4, 1).

Then h is an SI-sequence.

If this turns out to be correct, it makes a very nice conjectural bridge from
the codimension 3 case to the codimension 4 case to the codimension ≥ 5 case,
since conjecturally in codimension 3 all Gorenstein algebras have the WLP and SI
Hilbert functions, while in codimension 4 they definitely do not all have the WLP
but nevertheless (conjecturally) all have SI Hilbert functions, and in codimension
≥ 5 we will see that the Hilbert functions are not even necessarily unimodal.

10.2.4. Five or more variable

Recall from Exercise 8.5 that if the Hilbert function of an artinian Gorenstein
algebra R/I is not unimodal (or even if it is unimodal but not SI) then R/I
cannot have the WLP. Still, it is of great interest to try to understand these
Hilbert functions for their own sake.

A lot of papers have been written on the general theme of "how non-unimodal
can a Gorenstein sequence be?" Of course once it is non-unimodal then WLP does
not hold, but still it is an interesting question to try to determine the extent to
which non-unimodality is possible. So many papers have appeared on this topic
that we will not make any effort here to try to list them all, and will just point to
a few highlights.

The first non-unimodal Gorenstein sequence was found by Richard Stanley in
1978 [66]. It is the sequence (1, 13, 12, 13, 1). It was shown in [56] that among
Gorenstein algebras with socle degree 4 (meaning that the end of the Hilbert
function is in degree 4), this has the smallest value of h1, i.e. 13 is the small-
est codimension that occurs among non-unimodal Gorenstein Hilbert functions of
socle degree 4.

The first challenge, then, was to restrict to Gorenstein algebras of socle degree
4. Knowing that 13 is the smallest possible h1, the natural question is to ask how



Lefschetz Properties in Algebra, Geometry and Combinatorics [87]

big h1 − h2 can be. Not surprisingly, this depends on how big h1 is. Quite a
few papers have been written on this topic, but we will just mention that Stanley
conjectured the following. For given value h1 = r, let f(r) be the smallest possible
value for h2. Then

lim
r→∞

f(r)
r2/3 = 62/3.

This conjecture was proven in [54]. Other asymptotic results (including for higher
socle degree) have been proven (e.g. [55], [7]).

If one does not care about socle degree 4, it is known that non-unimodal
Gorenstein examples exist for all codimensions ≥ 5. (Again, codimension 4 is
open.) The first example in codimension 5 was given by D. Bernstein and A.
Iarrobino in [6]. In fact, it is known that a Gorenstein sequence can even have as
many "valleys" as you like – this was shown by M. Boij [9]. Finally, we recall that
in [58] it was shown by J. Migliore and F. Zanello that artinian Gorenstein algebras
exist whose Hilbert function is unimodal but is not SI, so also these algebras must
fail WLP.

11. Proving WLP for artinian Gorenstein algebras, including
complete intersections

Now let’s return to the WLP question. We begin our discussion with some
additional facts about artinian Gorenstein algebras, and connections between their
Hilbert functions and the WLP question. Recall that we have already seen that
if R/I is artinian Gorenstein then its Hilbert function is an SI-sequence, and all
SI-sequences are represented by some artinian Gorenstein algebra, even if it is not
true that SI alone implies that R/I has the WLP (as evidenced by Ikeda’s example
[38]).

The reader may have noticed that the definition of WLP, and of non-Lefschetz
locus, involves a consideration of all of the maps between components of R/I, or
of M in the more general setting of graded modules – see Remark 9.2 5. In the
case of graded modules, we have no choice (in general) but to look at all pairs
of consecutive components. However, for k-algebras R/I it often happens that
we can prove shortcuts and work around this issue. The first instance of this is
Lemma 8.4, where we saw that for any artinian R/I (not necessarily Gorenstein),
once ×L is surjective in one spot, it is automatically surjective from that point
on.

The best of all worlds is the case of Gorenstein algebras (including complete
intersections). The important starting point to studying WLP for artinian Goren-
stein algebras is the following. Recall that for an artinian algebra R/I, the socle
degree is the degree of the last non-zero component of R/I. Also, for a real number
t, ⌈t⌉ is the "round-up" of t (e.g. ⌈ 5

3 ⌉ = 2), and analogously for the round-down
⌊t⌋ (e.g. ⌊ 5

3 ⌋ = 1).
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Proposition 11.1
Let R/I be Gorenstein of socle degree e and let L be a general linear form. The
following are equivalent.

1. R/I has WLP.
2. ×L : [R/I]t−1 → [R/I]t is injective for all t ≤ ⌈ e

2 ⌉.
3. ×L : [R/I]t−1 → [R/I]t is surjective for all t ≥ ⌈ e+1

2 ⌉.
4. ×L : [R/I]⌈ e

2 ⌉−1 → [R/I]⌈ e
2 ⌉ is injective.

5. ×L : [R/I]⌈ e+1
2 ⌉−1 → [R/I]⌈ e+1

2 ⌉ is surjective.

Remark 11.2
The point of this proposition is to realize that for artinian Gorenstein algebras,
injectivity on the left half is equivalent to surjectivity on the right half, and fur-
thermore there is one spot whose injectivity implies the full WLP, and one spot
where the surjectivity implies the full WLP. Furthermore, when e is odd, the spots
coincide and we can look for either injectivity or surjectivity, whichever may be
easier.

Proof of Proposition 11.1. The heart of the matter is Remark 5.2. In general,
when R/I is artinian, its k-dual is isomorphic to a twist of the canonical module,
so when R/I is Gorenstein as well, up to twist R/I is self-dual.

SinceR/I has socle degree e, by self-duality, in particular we have dimk[R/I]e =
1. Then if we make a suitable choice of bases for all the homogeneous components
of R/I, a matrix representing ×L from degree t− 1 to degree t is the transpose of
the matrix for ×L from degree e− t to degree e− t+ 1.

The numerical conditions in items 2. and 3. represent the degrees "closest to
the middle" where we expect injectivity (respectively surjectivity). For example,
for the Hilbert function (1, 3, 3, 1) we have e = 3 and both ⌈ e

2 ⌉ and ⌈ e+1
2 ⌉ represent

t = 2, so both refer to the map from degree 1 to degree 2. On the other hand, when
the Hilbert function is (1, 3, 6, 3, 1) we have e = 4, so the bound ⌈ e

2 ⌉ in condition
2. represents the map from degree 1 to degree 2 (the last place where we expect
injectivity, while the bound ⌈ e+1

2 ⌉ in condition 3. represents the map from degree
2 to degree 3 (the first place where we expect surjectivity).

It’s clear that condition 1. implies all of the other conditions, and that 2.
and 3. together imply 1. It’s also clear that condition 2. implies condition 4. and
condition 3. implies condition 5. The fact that 2. and 3. are equivalent comes from
the self-duality and the above observation about the matrices. (The rank of a
matrix is unaffected by taking the transpose.)

The fact that 4. and 5. are equivalent also comes from self-duality, noticing
that in one situation (e odd) we are talking about the same map and getting that
it is an isomorphism (injectivity is equivalent to surjectivity).

The implication 5. implies 3. comes from Lemma 8.4. This completes the
proof. (Note that we never directly prove that 4. implies 2., but rather invoke
self-duality to get it for free.)
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Two of the most important open questions about the WLP are the following.

Question 11.3
In characteristic zero, does every artinian complete intersection, in any number of
variables, have the WLP? Same question for SLP.

Question 11.4
In characteristic zero, does every artinian Gorenstein algebra in three variables
have the WLP? Same question for SLP.

In the case of Question 11.3, the conjecture that the answer is "yes" first
appeared in [61]). In the case of Question 11.4, it was mentioned in [38] that it
is conjectured to be true in codimension 3, without an explicit reference; it was
also explicitly conjectured in [14] in codimension 3. The most complete results
in codimension 3 about Question 11.4 can be found in the latter paper. We will
describe the situation more carefully below. But we begin with the complete
intersection situation.

11.1. The WLP for complete intersections

We will first focus on Question 11.3. Our main goal in this subsection is to
describe what is known about this question.

Let R = k[x1, . . . , xn], where (as usual) k has characteristic zero, and let
I = ⟨F1, . . . , Fn⟩ be a complete intersection. Let di = degFi for 1 ≤ i ≤ n. We
start with a by-now classical result for a special choice of the Fi. In our opinion, this
theorem launched the entire field of Lefschetz theory that this school is about, since
it leads to questions about complete intersections, Gorenstein algebras, monomial
ideals, level algebras, and more.

Theorem 11.5 ([65], [67], [61])
Let I = ⟨xd1

1 , . . . , x
dn
n ⟩. Then R/I has the SLP.

For the next result, note that the space parametrizing complete intersections
of fixed generator degrees is irreducible, so a "general complete intersection" makes
sense. (It is understood in using the term "general" that the generator degrees are
fixed.)

Corollary 11.6
A general complete intersection in any number of variables has the SLP.

The idea is that since the parameter space is irreducible, by semicontinuity it
is enough to find one example where SLP holds in order to say that it holds for
the general complete intersection, and the prior result provides that example.

Beyond this result, what we know is quite sparse. It is convenient to describe
the results according to the number of variables. We remind the reader that we are
assuming characteristic zero, and we will not keep restating that. Also, following
convention, by "artinian Gorenstein algebra R/I of codimension n" we mean that
the polynomial ring R has n variables.
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11.1.1. Two variables

In this case everything has SLP:

Theorem 11.7 ([36] Proposition 4.4)
If n = 2 then for any homogeneous ideal J , R/J has the SLP. In particular, of
course, all complete intersections have the WLP.

11.1.2. Three variables

Theorem 11.8 ([36] Theorem 2.3 and Corollary 2.4)
If n = 3 then every complete intersection has the WLP.

Proof. Here is the idea of the proof from [36]. Let I = (F1, F2, F3) be a complete
intersection, and assume that di = degFi. For convenience assume d1 ≤ d2 ≤ d3.

When d3 ≥ d1 + d2 − 3, a simpler proof was already known from work of
Watanabe [68] that R/I has the WLP. So we can assume without loss of generality
that d3 < d1 + d2 − 3.

Start with the minimal free resolution of the complete intersection ideal I =
(F1, F2, F3). Then we have the Koszul resolution

0 → R(−d1 − d2 − d3)

→
⊕

1≤i<j≤3
R(−di − dj) ϕ→

⊕
i=13

R(−di)
[F1,F2,F3]

) R → R/I → 0.

Consider the commutative diagram of graded modules obtained from the
Koszul resolution and considering multiplication by a general linear form L:

0 0
↓ ↓

0 → E(−1) → F1(−1) [F1,F2,F3]
) R(−1) → (R/I)(−1) → 0

↓ M ↓ ×L ↓ ×L

0 → E → F1
[F1,F2,F3]

) R → R/I → 0
↓ ↓

F̄1 R̄
↓ ↓
0 0

where:
• F1 =

⊕3
i=1 R(−di);

• E is the kernel of the homomorphism given by [F1, F2, F3] (this is the
syzygy module – it is also the image of ϕ in the Koszul resolution above;
the cokernel of ϕ is the ideal I);

• the bars F̄1 and R̄ denote the restriction of these free modules to R/(L) ∼=
k[x, y];
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• M is the matrix

L 0 0
0 L 0
0 0 L

.

Notice that the first vertical exact sequence in the commutative diagram is the
direct sum of three copies of the exact sequence

0 → R(−1) ×L−→ R → R̄ → 0

twisted by −d1,−d2,−d3, respectively.
We then sheafify. It turns out that the sheafification of E is a locally free

sheaf (because R/I is artinian). Let λ be the line in P2 defined by L. We get the
commutative diagram of sheaves

0 0 0
↓ ↓ ↓

0 → E(−1) → F1(−1) [F1,F2,F3]
) OP2(−1) → 0

↓ ↓ ↓
0 → E → F1

[F1,F2,F3]
) OP2 → 0

↓ ↓ ↓

0 → E|λ → F1
[F̄1,F̄2,F̄3]

) Oλ → 0
↓ ↓ ↓
0 0 0.

Notice that
⊕

t∈ZH
1(E(t)) ∼= R/I.

Now the whole proof hinges on applying the Grauert-Mülich theorem to E .
(This is a theorem that talks about the splitting type of the restriction of a vector
bundle to a general line.) Our assumption that d3 < d1 + d2 − 3 forces E to be
semistable, which means that we can apply Grauert-Mülich.

Consider the restriction E|λ. A theorem of Grothendieck says that this re-
striction splits as a direct sum Oλ(a) ⊕ Oλ(b). Grauert-Mülich then says that
|a − b| ≤ 1. Using the commutative diagram of sheaves above, cohomology, and
the Snake Lemma, we get (after some details for which we refer you to [36] ) that

×L : [R/I]t−1 → [R/I]t

has to be surjective, because for each t either h0(E|λ(t) = 0 or h1(E|λ(t) = 0.

Unfortunately, this method does not extend very much. Indeed, very little is
known about SLP for codimension 3 complete intersections, although Marangone
[44] has some results for multiplication by forms of degree 2. Similarly, not so
much is known about WLP in more variables, as we will see now.

11.1.3. Four variables

In four variables even less is known. As before, we start with complete inter-
sections.
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Theorem 11.9 ([12] Proposition 7.5)
Let A = R/I where I = ⟨F1, F2, F3, F4⟩ and degFi = di. Set d1 + d2 + d3 + d4 =
3λ + r, 0 ≤ r ≤ 2. Let L be a general linear form. Then the multiplication maps
×L : [A]t−1 → [A]t are injective for all t < λ.

Now we specialize to the equigenerated case, i.e. we assume that d1 = · · · =
d4 = d for some positive integer d. We’ll start with the codimension 4 version of
a result of Alzati and Re (proved earlier by Ilardi in the special case of Jacobian
ideals) – note that there is a more general version of their theorem that we will
mention in the next subsection.

Theorem 11.10 ([4] Corollary 4)
Let A = R/I = R/⟨F1, F2, F3, F4⟩, where degFi = d for all i. Let L be a general
linear form. Then ×L : [A]t−1 → [A]t is injective for all t ≤ d.

Improving this we have a simple corollary of Theorem 11.9:

Corollary 11.11
Let A = R/I where I = ⟨F1, F2, F3, F4⟩ and degFi = d for some integer d. Let
L be a general linear form. Then the multiplication maps ×L : [A]t−1 → [A]t are
injective for all t < 4d−2

3 .

And improving this even further we have another result from [12] that assumes
right from the beginning that the ideal is equigenerated, but as a result gives a
stronger conclusion.

Theorem 11.12 ([12] Theorem 4.9)
Let A = R/I = R/⟨F1, F2, F3, F4⟩, where degFi = d for all i. Let L be a general
linear form. Then ×L : [A]t−1 → [A]t is injective for all t < ⌊ 3d+1

2 ⌋.

The proofs of Theorem 11.9 and Theorem 11.12 are completely different. The
first uses an analysis of rank three vector bundles, while the second studies the
geometry of a certain union of two smooth complete intersection curves in P3.

Remark 11.13
We recall (Proposition 11.1) that to prove WLP it is enough to prove injectivity
for t = 2d−2, so Theorem 11.12 covers roughly half the distance between Theorem
11.10 and the optimal result that is still open.

11.1.4. Five or more variables

Naturally even less is known in the case of five or more variables. We remind
the reader of Theorem 11.5 and its corollary for general complete intersections of
fixed generator degree.

One result that we do have is the full version of Theorem 11.10:

Theorem 11.14 ([4] Corollary 4)
Let A = R/I = R/⟨F1, . . . , Fn⟩, where degFi = d for all i. Let L be a general
linear form. Then ×L : [A]t−1 → [A]t is injective for all t ≤ d.
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As with the case of four variables, this result was also shown by Ilardi in the special
case where I is a Jacobian ideal. In particular, Alzati and Re proved:

Corollary 11.15
When n = 5, a complete intersection of quadrics has the WLP.

11.2. The WLP for codimension 3 artinian Gorenstein algebras

As we have seen, it is known that in codimension 2 all artinian algebras (not
only Gorenstein) have the WLP (even the SLP), while in codimension ≥ 4 there
exist artinian Gorenstein algebras failing the WLP. However, note again that the
full WLP for Gorenstein algebras with n = 3 is still open. Thus this case merits
its own subsection.

Remark 11.16
Let us repeat an observation made before. We defined SI sequences above in
arbitrary codimension, in Remark 10.1. We saw that SI sequences are exactly
the possible Hilbert functions of artinian Gorenstein algebras with WLP, in any
codimension. On the other hand, without invoking WLP, it is known that in codi-
mension 3 the SI sequences are exactly the Hilbert functions of artinian Gorenstein
algebras [66], [69]. These two facts strongly suggest that all codimension 3 Goren-
stein algebras will have WLP, but the question is still open. Furthermore, we saw
that the case of codimension 4 provides a cautionary note because conjecturally
all such Hilbert functions are SI-sequences, but we know that not all such algebras
have the WLP.

The paper [14] reduced the WLP problem to one involving compress artinian
Gorenstein algebras:

Theorem 11.17 ([14] Corollary 2.5)
If all codimension 3 artinian compressed algebras of odd socle degree have the WLP
then all codimension 3 artinian Gorenstein algebras have the WLP.

At first sight this seems to make the job much easier, since rather than study
all codimension 3 artinian Gorenstein algebras, it is enough to consider only the
compressed ones. However, in the same paper [14], a great deal of work (involving
some very pretty geometry!) went into proving just the case (1, 3, 6, 6, 3, 1). (I’ve
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always been intrigued by this problem, and maybe for this reason, when my car
reached 136,631 miles in 2011, I stopped the car to take a picture of the odometer:
Luckily I was not driving on the highway at the time, as you can see from the
speedometer!) More generally, [14] showed the following, which removes the as-
sumption on the characteristic.

Theorem 11.18 ([14] Theorem 3.8)
Any artinian Gorenstein algebra R/I with Hilbert function (1, 3, 6, 6, 3, 1) has the
WLP, unless the characteristic of k is 3 and the ideal is I = (x2y, x2z, y3, z3, x4 +
y2z2) after a change of variables.

Putting several things together (and avoiding details here) the same paper
showed the following:

Corollary 11.19 ([14] Corollary 3.12 and Corollary 3.13)
Assume characteristic zero. Then

1. All codimension 3 artinian Gorenstein algebras of socle degree at most 6
have the WLP.

2. All codimension 3 artinian Gorenstein algebras of socle degree at most 5
have the SLP.

12. Beyond the WLP in unexpected directions

12.1. Vanishing conditions on a linear system

Let P be a point in Pn and m a positive integer. A point of multiplicity m
supported at P , denoted by mP , is the geometrical object defined by the ideal
ImP = (IP )m. In particular for m = 1 the point P is said to be reduced.

More generally, given a set of distinct points X = {P1, . . . , Ps} ⊆ Pn and
positive integers m1, . . . ,ms, the set of points supported at X with multiplicity
m1, . . . ,ms is the union of the points, denoted by Z = m1P1 + · · · +msPs, that is
defined by the ideal

IZ = (IP1)m1 ∩ · · · ∩ (IPs)ms .

We say that mP , a point of multiplicity m, imposes r independent conditions
on the forms of degree t of an ideal I ⊆ C[Pn] if

dimC[I ∩ (IP )m]t = dimC[I]t − r.

More generally, we say that a subscheme Z ⊂ Pn imposes r independent conditions
on the forms of degree t of an ideal I ⊂ C[Pn] if

dimC[I ∩ IZ ]t = dimC[I]t − r.

We will primarily be interested in the case when Z is a finite set of points and
when Z = mP for a point of multiplicity m. When Z is a finite set of points
and r = |Z|, we sometimes simply say that Z imposes independent conditions on
[I]t. In Example 7.3 we used this idea to compute the number of independent
conditions imposed by a line C ⊆ P3 on the forms of degree t.
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Exercise 12.1
Prove that in order to show that a finite set of points Z imposes independent
conditions on [R]t, it is enough to show that for each P ∈ Z there is a form of
degree t vanishing on Z\{P} but not vanishing at P .

Exercise 12.2
Let P ∈ Pn be a point. Compute the number of independent conditions that
mP imposes on forms of degree t in C[x0, x1, . . . , xn]. In particular show that this
number is at most

(
m+n−1

n

)
. [Hint: it is not restrictive to take P = [1, 0, . . . , 0].]

The binomial coefficient
(

n+m−1
n

)
, calculated in Exercise 12.2, represents the

maximum number of independent conditions that a point P of multiplicity m
can impose on any linear system of forms of degree d. Sometimes, as the same
example shows, this number of independent conditions cannot be achieved just for
numerical reasons. This happens when the dimension of the linear system is not
large enough.

The next two exercises show that different points might impose a different
number of conditions on a linear system.

Exercise 12.3
Let X be the following set of 8 points in P2

X = {[−1, 1, 1], [0, 1, 1], [1, 0, 1], [0, 0, 1], [−1, 0, 1], [1,−1, 1], [0,−1, 1], [−1,−1, 1]} .

(a) In the affine space given by x2 ̸= 0, these points correspond to

{(−1, 1), (0, 1), (1, 0), (0, 0), (−1, 0), (1,−1), (0,−1), (−1,−1)}.

Sketch this set of points, noting the collinearities.
(b) Compute the Hilbert function of X.

Exercise 12.4
Let X be the following set of 8 points in P2

X = {[−1, 1, 1], [0, 1, 1], [1, 0, 1], [0, 0, 1], [−1, 0, 1], [1,−1, 1], [0,−1, 1], [−1,−1, 1]} .

Compute the number of conditions imposed by P = [1, 1, 1] on [IX ]3. How many
conditions does the point P ′ = [1, 0, 0] impose on [IX ]3?

Remark 12.5
From Exercise 12.4, in particular we have that both X and X ∪ {P} impose the
same number (8) of independent conditions on forms of degree 3 in C[P2]. It is a
special case of the so called Cayley-Bacharach Theorem.

Theorem 12.6 (Cayley-Bacharach Theorem)
Let C and C ′ be two cubic curves in P2 such that X = C ∩ C ′ is a set of nine
distinct points. Let Y ⊆ X be a set of eight points. Then any cubic curve vanishing
at Y also vanishes at X. That is, any cubic through eight of the nine points must
vanish also at the ninth point.

The core of the proof is to show that we always have HY = (1, 3, 6, 8, . . .).
Indeed, in such case we easily have [IX ]3 = [IY ]3.
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12.2. Unexpected curves and hypersurfaces

Exercise 12.4 underscores that, given a set of points X, special points can fail
to impose a condition on forms of a certain degree vanishing at X. However, if
[IX ]t ̸= (0) then a general point always imposes a condition on [IX ]t. (The latter
sentence means that the set of points that do not impose a condition on [IX ]t is a
proper closed set of Pn. Of course any point of X lies in this closed set.)

Exercise 12.7
Let X be a set of points in Pn. Let t be such that dimC[IX ]t > 0. Show that there
exists a point P ∈ Pn such that P imposes a condition on [IX ]t.

Thus, it is natural to ask how many conditions a general point P of multiplicity
m imposes on [IX ]t ̸= (0). Recall that, from Exercise 12.2, the maximum number
of conditions imposed by mP on [IX ]t is

(
m+n−1

n

)
.

Given a set of points X ⊆ Pn and two positive integers d,m, the virtual
dimension of the linear system of the forms of degree d vanishing at X and at a
general point of multiplicity m is

v-dim(X, d,m) = dimC[IX ]d −
(
m+ n− 1

n

)
.

Hence, the virtual dimension could be a negative integer for small values of
d, and in these cases it certainly does not represent the dimension of any linear
system. To avoid this issue we introduce the expected dimension of the linear
system of the forms of degree d vanishing at X and at a general point of multiplicity
m, it is

e-dim(X, d,m) = max{0, v-dim(X, d,m)}.

Finally we have the actual dimension of the linear system of the forms of degree
d vanishing at X and at a general point of multiplicity m, that is

a-dim(X, d,m) = dimC[IX ∩ Im
P ]d.

The numbers e-dim(X, d,m) and a-dim(X, d,m) are equal when mP imposes
the maximum number of possible conditions. In general, from the definition we
have a-dim(X, d,m) ≥ e-dim(X, d,m). However, the actual dimension is not
necessarily equal to the expected dimension. Examples in P2 are easier using
non-reduced points.

Exercise 12.8
Let P1 = [0, 0, 1], P2 = [0, 1, 0], P3 = [1, 0, 0] ∈ P2. Consider the set X = 2P1 +
P2 +P3 and let P be a general point. Compute e-dim(X, 4, 4) and a-dim(X, 4, 4).

Remark 12.9
It is not possible to reproduce in P2 the situation in Exercise 12.8 by using sets of
reduced points. Indeed, Any set of reduced points X in P2 has a-dim(X, d, d) =
e-dim(X, d, d). This is a consequence of Bezout’s Theorem. Indeed, a curve of
degree d vanishing at X and at a general point P with multiplicity d must contain
as a component the union of the lines spanned by P and each of the points in X.
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Then, if d ≤ |X| − 1 we have a-dim(X, d, d) = 0; otherwise

a-dim(X, d, d) = dim[Id
P ]d − |X| = d+ 1 − |X|

and

e-dim(X) = dim[IX ]d −
(
d+ 1

2

)
=

(
d+ 2

2

)
− |X| −

(
d+ 1

2

)
= d+ 1 − |X|.

Definition 12.10
Let X ⊆ Pn be a (reduced) finite set of points. We say that X admits an unexpected
hypersurface (unexpected curve if n = 2) of degree d with a general point P of
multiplicity m if

a-dim(X, d,m) > e-dim(X, d,m).

The study of linear systems not having expected dimension is a classical topic
in mathematics. However, the problem of determining unexpected curves and
hypersurfaces as in the terms of Definition 12.10 was introduced in [20] and [33]
and opened a new area of research (see [32] for a recent survey on the state of the
art).

It is clear that for any finite set X, if d < m then a-dim(X, d,m) = 0, hence X
admits no unexpected hypersurfaces with respect these parameters. An interesting
instance of Definition 12.10 is the case d = m. A reduced hypersurface of degree d
with a point of multiplicity d must be a cone with vertex at that point, so in this
case we say that X admits an unexpected cone of multiplicity d with vertex at a
general point.

Remark 12.9 shows that no sets of reduced points admit unexpected cones on
P2. However examples exist in higher dimensional spaces.

Example 12.11
Let R = C[x, y, z, w] Consider the following set of 9 points in P3.

X = {[1, 0, 0, 0], [0, 1, 0, 0], [1, 1, 0, 0],
[0, 0, 1, 0], [0, 0, 0, 1], [0, 0, 1, 1],
[1, 0, 1, 0], [0, 1, 0, 1], [1, 1, 1, 1]}.

Such a set X is called a (3, 3)-grid. It is the intersection of 3 lines in one ruling of
the smooth quadric surface defined by the form xw − yz, with a set of 3 lines in
the other ruling. These lines are defined by L = {(z, w), (x, y), (x− z, y−w)} and
H = {(y, w), (x, z)(x− y, z − w)}.

The Hilbert function of X is

HX = (1, 4, 9, 9, . . .).

Then, dim[IX ]3 = 20 − 9 = 11 and a general point of multiplicity 3 imposes on
[IX ]3 at most

(5
2
)

= 10 independent conditions. Hence

e-dim(X, 3, 3) = 1.
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However, if P is a general point, the surfaces consisting of the union of the planes
spanned by the lines in L and P , and the union of the planes spanned by the lines
of M with P , give two different cones of multiplicity 3 with vertex at the general
point, hence

a-dim(X, 3, 3) ≥ 2.

Thus, X admits an unexpected cone of degree 3.

12.3. Geproci sets

The set X in Example 12.11 is called a grid. We give below the general
definition.

Definition 12.12
For a, b non negative integers, a set of ab points X ⊆ P3 is called an (a, b)-grid if
there are two sets L = {ℓ1, . . . , ℓa} and L′ = {ℓ′

1, . . . , ℓ
′
b}, each containing pairwise

skew lines, such that X is the set of the intersection points of the curves ∪L and
∪L′. For grids we usually adopt the convention that a ≤ b.

Exercise 12.13
Show that if a ≤ 2 and b ≥ 4 then an (a, b)-grid necessarily lies on a smooth
quadric surface, but the defining grid lines do not. On the other hand, for a ≥ 3
it does. [Hint: you can use the fact that a set of three skew lines in P3 lies on a
unique smooth quadric surface.]

The relation between grids and unexpected cones is studied in detail in [22]. In
particular it is shown in [22, Theorem 3.5.] that any (a, b)-grid X with b ≥ a ≥ 2
and b ≥ 3 has an unexpected cone of degree a. Furthermore, if a, b ≥ 3 then X
also has an unexpected cone of degree b.

Remark 12.14
An interesting fact about grids is their particular behaviour under general projec-
tions. If X is an (a, b)-grid then the ab points of X lie on two space curves, namely
γ = ℓ1 ∪ . . .∪ℓa and γ′ = ℓ′

1 ∪ . . .∪ℓ′
b which have no common components. Consid-

ering a general point P and a plane H ∼= P2, we note that πP (X), the projection
of X from P to H, is a complete intersection in H of type (a, b). Indeed, since P is
general, πP (γ) and πP (γ′) are two curves of degree a and b meeting transversally
in πP (X).

The above property is formalized in the next definition.

Definition 12.15
Let X be a finite set of points in Pn. We say that X is a geproci set if the general
projection of X to Pn−1 is a complete intersection.

It is clear that when X is a degenerate complete intersection in Pn then X
is trivially a geproci set. A systematic study of geproci sets can be found in
[17]. In particular, no example of a non-degenerate geproci set is known in Pn for
n ≥ 4. So, it makes sense to restate and refine the definition of geproci sets for
the 3-dimensional case.
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Definition 12.16
Let X be a finite set of points in P3. We say that X is an (a, b)-geproci set if the
general projection of X to P2 is a complete intersection of two curves of degree a
and b. Again, we use the convention a ≤ b.

Remark 12.17
Remark 12.14 says that if X is a grid then it is the intersection in P3 of a curve
of degree a and a curve of degree b, which immediately explains why it is geproci.
Another interesting fact [21] is that this is the only possible example of a curve
of degree a and a curve of degree b in P3 meeting in ab points and having non-
degenerate union (as long as 2 ≤ a ≤ b). So non-grid geproci sets are much more
subtle to study: the general projection π(X) is the intersection of a curve of degree
a and a curve of degree b, but X itself is not. This is sharpened in [18], where it
is shown that if X is (a, b)-geproci and lies on a curve of degree a or a curve of
degree b then it must actually be a grid.

Remark 12.18
The semicontinuity theorem ensures that if X is an (a, b)-geproci set, then the
projection from every point (not necessarily general) in P3 of X is contained in a
curve of degree a.

Any (a, b)-grid is an (a, b)-geproci set. It was shown in [21, Theorem 5.12.]
that the only non degenerate (3, 3)-geproci sets are (3, 3)-grids. (The same is true
for nondegenerate (2, b)-geproci sets.)

Exercise 12.19
Let X be a set of six points in linear general position (no three points on a line
and no four on a plane). Prove that X is not a (2, 3)-geproci set. [Hint: Use
Semicontinuity theorem and project from a special point.]

Exercise 12.20
Let X be a non degenerate (2, b)-geproci set, b ≥ 3. Show that X is a (2, b)-grid.
[Hint: Use Exercise 12.19.]

The first non degenerate and non-grid example is a (3, 4)-geproci set that is
the projectivization of the root system D4 (see [33]); we illustrate it in the next
example.

Example 12.21
Let

XD4 = {[1, 1, 0, 0], [1, 0, 1, 0], [0, 1,−1, 0],
[0, 1, 1, 0], [0, 0, 1, 1], [0, 1, 0,−1],
[1, 0,−1, 0], [1, 0, 0,−1], [0, 0, 1,−1],
[1,−1, 0, 0], [1, 0, 0, 1], [0, 1, 0, 1]}.

Denote by Pij the elements in the first three rows in the above array and by
Q1, Q2, Q3 the points in the last row. Let π be a general projection to a hyperplane.
In order to show that XD4 is a (3, 4)-geproci set we need to prove that π(XD4)
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is complete intersection of a cubic curve and a quartic curve. However, note that
the points in each row in the above table are collinear and so are their general
projections. Thus a quartic curve containing all the points of the configuration is
the union of the projection of these lines.

We note that the following sets

G1 =

P11 P12 P13
P21 P22 P23
P31 P32 P33

 , G2 =

 Q1 P31 P13
P21 P22 P23
P12 Q2 P33

 , G3 =

P11 P12 P13
P21 P33 Q3
P31 Q2 P22


are grids (indeed, observe that XD4 is closed under the involution maps

φ([x, y, z, w]) = [−x, y, z, w] and ψ([x, y, z, w]) = [x, y, z,−w]

and we have G2 = φ(G1), G3 = ψ(G1)).
Hence π(G1), π(G2), π(G3) define pencils of cubic curves in P2. Moreover, by

the Cayley-Bacharach Theorem, any eight points of G1 are enough to define the
same pencil of cubics as all of G1 does.

We claim that π(G1)∪{π(Q1)}, π(G2)∪{π(P11)}, π(G3)∪{π(P23)} determine
the same cubic curve, which vanishes in all the twelve points of π(XD4). The set
π(G1) ∪ {π(Q1)} determine a unique cubic curve since any point not in π(G1)
imposes one condition on this pencil. Now consider G2. Its projection also defines
a pencil, and it contains 7 points of G1 together with Q1 and Q2. Thus the
cubic passing through π(G2) ∪ π(P11) must be the same cubic passing through
π(G1) ∪ π(Q1) (and then also Q2). In other words,

π(G1 \ {P32}) ∪ {π(Q1)} = π(G2 \ {Q2}) ∪ {π(P11)}

and by Cayley-Bacharach P33 and Q2 also are in the same such cubic. (Repeating
the same argument with G3 we see that this cubic also contains Q3.)

As an application of Bezout’s Theorem, note that such a cubic curve has no
linear components, and that it has no components in common with the quartic
curve mentioned above. This is because if the cubic contains a line L, then L
contains at most three points of π(XD4) so there would be at least 9 points on a
conic. But there are too many sets of three collinear points.

In [17, Theorem 4.10], the authors show that XD4 is, up to projectivities, the
only non-trivial non-grid (3, b)-geproci set. However, for any values of 4 ≤ a ≤ b
there is a non-degenerate and non-grid (a, b)-geproci set – see [17, Theorem 4.2].
Many questions about geproci sets are still open (see Chapter 8 of the mentioned
paper for a list of open questions).

12.4. Weddle locus

As seen in Exercise 12.19, given a finite set Z ⊆ P3 and a degree d, it is often
true that there is not even one degree d cone which contains Z when the vertex
is a general point. In such cases there still can be a nonempty locus of points
occurring as the vertex of a degree d cone containing Z. Studying such vertex loci
is of interest in its own right, but will also be related to the Lefschetz properties.
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Example 12.22
Let us begin by illustrating an issue that we will have to deal with when we make
our definitions.

Let Z1 be a set of 6 points in P3 in linear general position, and let Z2 be a
set of 6 points consisting of 3 points on one line, λ1, and 3 points on a different
line, λ2, disjoint from the first one. Both Z1 and Z2 have h-vector (1, 3, 2) and
thus impose independent conditions on quadrics. Both also lie on a 4-dimensional
(vector space dimension) family of quadrics.

We will see shortly that a general projection of Z1 is a set of 6 points in P2

not lying on a conic, while clearly a general projection of Z2 does lie on a conic
(namely a union of two lines).

In this section we will be interested in keeping track of special projections. We
will see that there is a quartic surface in P3, the Weddle surface, consisting of the
locus of points from which the projection takes Z1 to 6 points on a conic. But
what are we to make of Z2? There are two points of view.

First, we could say that since the general projection lies on a unique conic, the
thing to look for is the locus of points from which the projection lies on a pencil
of conics. This would be λ1 ∪ λ2, since three points get collapsed to one. But a
different point of view is that since we expect 6 points in the plane to lie on no
conic, all projections are special. This latter point of view meshes better with the
Lefschetz connection that we will come to soon so it is what we will use for our
definition below, but note that for instance [17] took the former point of view.
(For Z1 there is no such distinction.)

Let Z = {P1, . . . , Pr} ⊂ Pn be a set of distinct points. Let H ∼= Pn−1 be a
general hyperplane. Let P be a point not in Z and let πP : Pn\{P} → H be
the projection from P . Let d be a positive integer. The homogeneous component
[IZ ∩Id

P ]d in degree d is the C-vector space span of all forms of degree d that vanish
on Z and vanish to order d (or more) at P . You should convince yourself that

dim[IZ ∩ Id
P ]d = dim[IπP (Z)]d

(where the first ideal is in C[x0, . . . , xn] and the second is in C[X0, . . . , xn−1]) and
that the elements of [IZ ∩ Id

P ]d are cones with vertex at P .
Let

δ(Z, d) = max
{(

d+ n− 1
n− 1

)
− |Z|, 0

}
.

Note that δ(Z, d) is the minimum possible value of dim[Iπp(A)]d. Achieving it
means that the r points of πp(Z) impose independent conditions on forms of
degree d in H for as long as numerically possible. In our setting, almost always
this minimum will be the first of the two possibilities.
Definition 12.23
The d-Weddle locus of Z is the closure of the set of points P ∈ Pn \ Z (if any) for
which dimk[IZ ∩ I(P )d]d does not achieve its minimum:

dim[IZ ∩ Id
P ]d = dim[IπP (Z)]d > δ(Z, d).

Thus
Wd(Z) = {P ∈ Pn | dim[IπP (Z)]d > δ(Z, d)}.
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Example 12.24
Let us return to the situation of Example 12.22. If Z1 ⊂ P3 is a set of 6 points in
linear general position (see Exercise 12.19) then the general projection of Z1 does
not lie on a conic. Note that δ(Z1, 2) = 6 − 6 = 0. So, the 2-Weddle locus, which
is known as Weddle surface, is the closure of the locus of points P ̸∈ Z1 in P3 that
are the vertices of quadric cones in P3 containing Z1. Equivalently, the Weddle
surface is the closure of the locus of points P ̸∈ Z1 from which Z1 projects to a
set πP (Z1) ⊂ P2 contained in a conic. We will justify shortly the use of the word
"surface" here, and see that W2(Z1) is a surface of degree 4.

What happens with Z2? We still have δ(Z2, 2) = 0, but now for any P ∈ P3

we have
dim[IZ2 ∩ I2

P ]2 = dim[IπP (Z2)]2 > 0
so the Weddle locus W2(Z2) = P3.

As we indicated above, it is classically known that the Weddle surface has
degree 4. There are several ways to construct the equations of the d-Weddle locus
of a set of reduced points Z. In these notes we describe an approach based on
Macaulay duality. This will give us the fact that for six points in linear general
position the 2-Weddle locus is a surface of degree 4, and it will also finally give
us our connection with the Lefschetz properties, and specifically with a certain
non-Lefschetz locus (see Section 9 for the definition).

12.5. Macaulay duality

Consider the polynomial rings

R = C[x0, . . . , xn] = C[Pn] and R∗ = C[∂x0 , . . . , ∂xn ] = C[(Pn)∗],

where formally we think of the differential operators ∂xi
as independent indeter-

minates.
Macaulay duality comes from regarding R∗ as acting on R. Given a point

P = [p0, . . . , pn] ∈ Pn, the dual of P , denoted by P ∗ is the hyperplane in (Pn)∗

defined by the linear form LP =
∑
pi∂xi

∈ [R∗]1. The form LP is the annihilator
of [IP ]1, i.e. as vector spaces [IP ]1 is isomorphic to [R∗/(LP )]1. (For example,
when n = 3 let P = [0, 0, 0, 1], IP = (x0, x1, x2), LP = ∂x3 . We have that [IP ]1 is
annihilated by LP and dim[C[∂x0 , ∂x1 , ∂x2 , ∂x3 ]/LP ]1 = dim[IP ]1.)

More generally, for integers 0 ≤ k ≤ t, the annihilator of [Ik
P ]t under this action

is [(LP
t−k+1)]t, hence we have the following isomorphism of vector spaces

[Ik
P ]t ∼= [R∗/(LP

t−k+1)]t,

which can be applied to [IZ ∩ Id
P ]d, Z = {P1, . . . , Pr} to get

[IZ ∩ Id
P ]d = [IP1 ∩ · · · ∩ IPr ∩ Id

P ]d ∼= [R∗/(Ld
P1
, . . . , Ld

Pr
, LP )]d.

Considering the following exact sequence[
R∗

(Ld
P1
, . . . , Ld

Pr
)

]
d−1

×LP−−−→

[
R∗

(Ld
P1
, . . . , Ld

Pr
)

]
d

→

[
R∗

(Ld
P1
, . . . , Ld

Pr
, LP )

]
d

→ 0, (12.1)
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where ×LP denotes the map given by multiplication by LP . We get

coker(×LP ) ∼= [IZ ∩ Id
P ]d.

But we saw above that
[IZ ∩ Id

P ]d ∼= [IπP (Z)]d.

So looking for the set of points P for which the projection lies on unexpectedly
many hypersurfaces (in H) of degree d is equivalent to looking for the set of points
P for which ×LP has unexpectedly small rank! We conclude:

The d-Weddle locus for a set of points Z ⊂ Pn is equal to the non-Lefschetz
locus for the algebra R∗/(Ld

P1
, . . . , Ld

Pr
) from degree d − 1 to degree d. Note that

this locus may be all of Pn.
We will return to this connection shortly.

Now we want to give a scheme structure to the d-Weddle locus. Denote by
Ad(Z) the matrix associated to ×LP (after a choice of basis). Then the d-Weddle
locus of Z is the closure of the locus of points P such that rank(Ad(Z)) is lower
than expected. So, the ideal of the maximal minors of Ad(Z) gives an ideal which
defines the d-Weddle locus of Z, with eventually either some embedded components
or non reduced components.

Definition 12.25
The d-Weddle scheme of Z is the scheme defined by saturation of the ideal of the
maximal nonzero minors of Ad(Z).

Example 12.26
We again return to the situation of Example 12.22. Consider Z1. Notice that
n = 3, d = 2 and

dim
[

R∗

(L2
P1
, . . . , L2

P6
)

]
1

= 4 and dim
[

R∗

(L2
P1
, . . . , L2

P6
)

]
2

= 10 − 6 = 4. (12.2)

(For the last calculation, linear general position forces the h-vector of Z1 to be
(1, 3, 2) so the six points impose independent conditions on forms of degree 2 in
P3.) Then the Macaulay duality matrix defining the 2-Weddle locus is a 4 × 4
matrix A2 of linear forms. Since the general projection does not lie on a conic,
we see that the determinant of A2 is not zero so it defines a quartic surface as
claimed.

For Z2, the dimensions obtained in (12.2) are the same as for Z1. However,
now the cokernel is at least 1-dimensional for all P , so the determinant of A2 must
be zero. Hence the 2-Weddle locus is all of P3.

Let us examine this using coordinates. Now Z2 consists again of six points but
in a (2, 3)-grid:

Z = {[1, 0, 0, 0], [0, 1, 0, 0], [1, 1, 0, 0],
[0, 0, 1, 0], [0, 0, 0, 1], [0, 0, 1, 1]}.
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The Macaulay duality matrix defining the 2-Weddle locus of Z is

Γ2(Z) =


z 0 x 0
w 0 0 x
0 z y 0
0 w 0 y


which has determinant equal to zero (this is consistent with the fact that Z is
geproci and its general projection lies on a conic, so the 2-Weddle locus is all of
P3).

Let us examine this further, recalling the other perspective mentioned in Exam-
ple 12.22. The ideal of submaximal minors of A2(Z2) is I = (xzw, xw2, yzw, yw2,
xz2, xzw, yz2, yzw, xyz, xyw, y2z, y2w, x2z, x2w, xyz, xyw) whose primary decom-
position is

(y, x) ∩ (w, z) ∩ (w2, z2, y2, x2, yzw, xzw, xyw, xyz).

The ideal I is not saturated. The saturation of such ideal defines the two lines
containing Z. So the projection of Z is contained in a pencil of conics only if we
project from the points of these two lines, as predicted.

Example 12.27
Let Z3 = Y ∪ {Q} ⊂ P3 be a set of six points such that Y consists of five general
points in a plane H, and Q is a general point in P3.

Let Q be the quadric cone with vertex Q over the conic C in H defined by the
five points. Notice that a general projection of Z3 does not lie on a conic, since
that conic would have to be the projection of C but there is no reason for Q to be
mapped to this conic. So the 2-Weddle scheme is not all of P3.

On the other hand, one checks that the dimensions from (12.2) continue to
hold here (in fact the h-vector of Z3 is (1, 3, 2) again). So A2 continues to be a
4 × 4 matrix of linear forms with nonzero determinant.

From the geometry of the situation we note that the 2-Weddle scheme is a
proper subscheme of P3 supported on H and Q. Indeed, it has only two compo-
nents, the quadric Q and the plane H. In fact, the projection from any point not
on either Q or H sends Z to six points not on a conic.

Putting all this together, the 2-Weddle scheme is a quartic surface determined
by the determinant of a 4×4 matrix of linear forms, but this quartic is not reduced
and it must have a double structure on H.

12.6. Connection to WLP

We conclude these notes by returning to the connection between Weddle loci
and the non-Lefschetz locus in slightly more detail, and also about the Weak
Lefschetz Property itself.

Let A = R∗/I be an artinian graded algebra with the WLP. Recall from
Section 9 that the non-Lefschetz locus of A is

LA = {P ∈ Pn | LP is not a Lefschetz element} ⊆ Pn.
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The set LA has a natural stratification given by the sets

LA,d = {P ∈ Pn | × LP : [A]d−1 → [A]d does not have maximal rank}.

By Macaulay duality, given a set of reduced points Z = {P1, . . . , Pr} ⊆ Pn

such that A = R∗/(Ld
P1
, . . . , Ld

Pr
) is a Weak Lefschetz Algebra, we have noted

that the dimension of the last vector space in the exact sequence (12.1) is equal to
dim[IP1 ∩ · · · ∩ IPr ∩ Id

P ]d, so this is larger than expected if and only if the rank of
Ad(Z) is smaller than expected. Then LA,d is precisely the d-Weddle locus of Z.

For the quotient algebra R∗/(Ld
P1
, . . . , Ld

Pr
), notice that

[
R∗

(Ld
P1

,...,Ld
Pr

)

]
d−1

=
[R∗]d−1. From the exact sequence (12.1), we also see that in correspondence to a
set of reduced points Z = {P1, . . . , Pr}, the failure of the Weak Lefschetz Property
from degree d−1 to degree d is equivalent to having a-dim(Z, d, d) > e-dim(Z, d, d),
i.e. to the existence of an unexpected cone of degree d for Z.

Therefore, from [21, Theorem 3.5] (which ensures that (a, b)-grids have un-
expected cones in degree a, and also in degree b provided a, b ≥ 3) we have the
following result.

Proposition 12.28
Let Z be an (a, b)-grid with b ≥ a ≥ 2 and b ≥ 3, and let L1, . . . , Lab be the dual
linear forms. Then R/(La

1 , . . . , L
a
ab) fails the Weak Lefschetz Property from degree

a − 1 to degree a, and if b ≥ a ≥ 3 then R/(Lb
1, . . . , L

b
ab) fails the Weak Lefschetz

Property from degree b− 1 to degree b.

Furthermore, from [17, Chapter 7], (a, b)-geproci sets of points admit unex-
pected cones of degree a and almost always also of degree b. Thus any such result
about geproci sets of points gives an example of failure of the Weak Lefschetz
Property.

13. Solutions to exercises

Exercise 2.1. We want to count monomials. Imagine a set of d+ n− 1 objects,
places side by side. Among these, choose n−1 of them, so there remain d unchosen
objects. These remaining d unchosen objects will represent variables. To the left of
the first marker, the number of objects represents the power of x1 in the monomial.
Between the first and the second, the number of objects represents the power of
x2. And so on. Each monomial corresponds to a unique choice of markers, and
each choice of markers corresponds to a unique monomial.

For example, suppose n = 4 and d = 5. We want to choose 3 markers from
a set of 8 objects. Below, we have 8 objects, of which the bullets • represent the
choice of 3 and the × represent unchosen objects.

× • • × × × × •

To the left of the first marker is one object ×, so the monomial contains x1
1.

Between the first and the second are no ×, so there is no power of x2. Then
we have four ×, so we have x4

3. Finally, there is no power of x4. So this choice
corresponds to x1x

4
3.
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Exercise 2.2.
(a) It’s clear that x+ y ∈ ⟨x, y⟩ and x− y ∈ ⟨x, y⟩ so we have ⟨x+ y, x− y⟩ ⊂

⟨x, y⟩. For the reverse inclusion, we have x = 1
2 [(x + y) + (x − y)] and

y = 1
2 [(x+ y) − (x− y)].

(b) For the first equality, one inclusion is clear, namely ⊇. So we want to show
that

x, y ∈ ⟨x+ xy, y + xy, x2, y2⟩.

In fact,
x = (1 − y)(x+ xy) + (x)(y2)

and
y = (1 − x)(y + xy) + (y)(x2).

For the other equality, we’ll instead show that

⟨x, y⟩ = ⟨x+ xy, y + xy, x2⟩.

Again ⊇ is clear, so we’ll show that both x and y are in the ideal on the
right. First,

x = (x+ xy) − x(y + xy) + y(x2).
So we can (and will) freely use the fact that x is in this ideal. Then

y = (y + xy) − y(x).

(c) First we show that
⟨x, y⟩ ̸= ⟨x+ xy, y + xy⟩.

It’s enough to show that x /∈ ⟨x+ xy, y + xy⟩. Notice that

x− y = (x+ xy) − (y + xy)

so it’s enough to show that

⟨x− y, x+ xy⟩ ̸= ⟨x, y⟩.

Note that x+ xy = x(1 + y). Suppose

A(x− y) +Bx(1 + y) = x.

Set y = x. Then we have

B(x, x)x(1 + x) = x.

This is impossible by degree considerations.
Now let’s show that

⟨x+ xy, x2⟩ ̸= ⟨x, y⟩.

Suppose
Ax(1 + y) +Bx2 = x.
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Then
A(1 + y) +Bx = 1.

Now set x = 0. We get A(0, y)(1 + y) = 1, which again is impossible for
degree reasons.

Finally, let’s show that

⟨y + xy, x2⟩ ̸= ⟨x, y⟩.

Suppose we have A(y + xy) +Bx2 = x. Set y = 0. We get

B(x, 0)x2 = x,

which is impossible.

Exercise 2.3. We prove both inclusions. Let P ∈ V ∩ W . Since P ∈ V ,
fi(P ) = 0 for all 1 ≤ i ≤ s. Since P ∈ W , gj(P ) = 0 for all 1 ≤ j ≤ t. Thus
P ∈ V(f1, . . . , fs, g1, . . . , gt).

Now assume P ∈ V(f1, . . . , fs, g1, . . . , gt). In particular, P ∈ V(f1, . . . , fs) =
V and P ∈ V(g1, . . . , gt) = W , so P ∈ V ∩W .

Exercise 2.4. We first prove that a single point in An is an affine variety. Indeed,
if P = (a1, a2, . . . , an) ∈ An then

P = V(x1 − a1, x2 − a2, . . . , xn − an).

Now let V = {P1, P2, . . . , Pm}. By what we have just seen, each Pi is, by itself,
an affine variety. So we proceed by induction on the number of points, having just
proven the case of one point. Assume that the statement is true for m− 1 points,
i.e. any subset of all but one point of V . So for example, let

X = {P1, . . . , Pm−1}

and note that V = X ∪ Pm. By induction, X is an affine variety. As noted, Pm is
also an affine variety. So by Chapter 1, Section 2, Lemma 2 in [24], V = X ∪ Pm

is also an affine variety.

Exercise 2.5.
(a) In particular we have f(n, 0) = 0 for all n ∈ Z. But g(x) = f(x, 0) is

a polynomial, and the first sentence means that g(x) has infinitely many
zeros. So g(x) is the zero polynomial.

This means that plugging in y = 0 into f(x, y) gives the zero polynomial,
so f(x, y) contains no terms that are pure powers of x. In a similar way we
can show that f(x, y) contains no terms that are pure powers of y.

Now consider f(x, 1). Since each term of f(x, y) contains both powers
of x and of y, f(x, 1) converts each term of f(x, y) into a term involving
only x. Now the fact that f(x, 1) has infinitely many zeros means that it,
too, is the zero polynomial, so all its terms are zero. This means that all
terms of f(x, y) are zero, so f is the zero polynomial.
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(b) From (a), if f ∈ I(Z) then f is the zero polynomial. If Z were an affine va-
riety then we would have Z = V(f1, . . . , fs) for some polynomials f1, . . . , fs

that (by definition) vanish on Z. But any polynomial vanishing on Z is the
zero polynomial, so the smallest variety containing Z is R2. In particular,
Z is not an affine variety.

Exercise 2.6. Consider the following statement:

If f(x, y) is a polynomial that vanishes at each point of X
then f vanishes on the whole curve x3 − y + 1 = 0. (13.1)

We claim that proving (13.1) will guarantee that X is not an affine variety.
Indeed, let C be the curve V(x3 − y + 1) ⊂ R2. Notice that C contains

points that are not on X, for example the point (π, π3 + 1). Suppose it were
true that X were an affine variety, so X = V(f1, . . . , fs) for some polynomials
f1, . . . , fs ∈ R[x, y]. That means that

the common vanishing locus of f1, . . . , fs is precisely X. (13.2)

If every polynomial f that vanishes at all points of X also vanishes on all of C,
then this is true of f1, . . . , fs, so (13.2) can’t be true – the common vanishing locus
contains a lot of other points, such as (π, π3 +1). So this contradiction shows that
X is not an affine variety.

So we just have to prove (13.1). Again by contradiction. Suppose f ∈ R[x, y]
vanishes at every point of X (i.e. X ⊂ V(f)).

Consider the intersection of V(f) and V(x3 − y+ 1). By Chapter 1, Section 2,
Lemma 2, in [24], this intersection is an affine variety:

V(f) ∩ V(x3 − y + 1) = V(f, x3 − y + 1).

Notice that X ⊂ V(f) ∩ V(x3 − y + 1). This intersection is the set of points
(a, b) ∈ R2 such that

f(a, b) = 0 and a3 − b+ 1 = 0.

The second of these equations says that for a point in this intersection, b = a3 + 1.
The first of the equations then says that any of these intersection points satisfies

f(a, a3 + 1) = 0.

The fact that X ⊂ V(f) ∩V(x3 − y+ 1) means that the above equation is satisfied
whenever a ∈ Z.

But f(t, t3 + 1) is a polynomial in one variable, t. The fact that it vanishes
whenever t is an integer says that it has infinitely many roots or else is the zero
polynomial. But a non-zero polynomial in one variable has finitely many roots.
Thus f(t, t3 + 1) is the zero polynomial. This means that f vanishes at any point
(x, y) such that y = x3 + 1, i.e. it vanishes on the whole curve V(x3 − y + 1).
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Exercise 2.7. Assume that V is a subvariety of k1. Then V is the vanishing
locus of a set of polynomials in k[x]. Now, one single polynomial f ∈ k[x] has at
most finitely many roots, so even V(f) is a finite set of points. Adding additional
polynomials can only make the common vanishing locus smaller, so we are done.

Conversely, assume that V is a finite set of ℓ points. Since V ⊂ k1, each point
of V can be viewed as an element ai ∈ k, 1 ≤ i ≤ ℓ, so V = {a1, . . . , aℓ}. Thus

V = V((x− a1)(x− a2) · · · (x− aℓ))

is a subvariety of k1.
Exercise 2.8.

(a) Since F2 = {0, 1}, notice that if either a or b is 0 we are done. The only
other case is a = b = 1, and this reduces to 1 − 1 = 0.

(b) One solution is x2
1 . . . x

2
n − x1 . . . xn. As before, if any ai = 0 we are done,

and the only other possibility is ai = 1 for all i, in which case we have
1 − 1 = 0.

(c) Fermat’s theorem says that ap = a for all a ∈ Fp, so as before one solution
is xp

1 . . . x
p
n − x1 . . . xn.

Exercise 2.9.
(a) Let P ∈ S. Let f ∈ I(S). By definition, f(P ) = 0. This is true for every

f ∈ I(S). Hence by definition, P ∈ V(I(S)).
(b) Let S1 be the indicated set. We want to compute I(S1). Let f ∈ I(S1). So

f(0,m) = 0 for all m ∈ Z. Note that f has some degree, say d. Write f in
the form

f(x, y) = a0 + [a1,0x+ a0,1y]+[a2,0x
2 + a1,1xy + a0,2y

2] + · · ·
+[ad,0x

d + ad−1,1x
d−1y + · · · + a0,dy

d]

(the subscripts just tell you what monomial they correspond to). We are
interested in plugging in the points (0,m) for all m. Let’s do it in two steps,
first plugging in x = 0. We get that

f(0, y) = a0 + a0,1y + a0,2y
2 + · · · + a0,dy

d

is a polynomial in one variable that has infinitely many roots. Since R is
an infinite field, this must be the zero polynomial, i.e.

a0 = a0,1 = · · · = a0,d = 0.

But with these coefficients being 0, it means that f is divisible by x. Thus
I(S1) ⊂ ⟨x⟩. On the other hand, clearly any element of ⟨x⟩ vanishes at
every point of S1, so we have the reverse inclusion, and

I(S1) = ⟨x⟩.

But then
V(I(S1)) = V(⟨x⟩) = {(a, b) ∈ R2 | a = 0},

that is, V(I(S1)) is the y-axis, which properly contains S1.
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(c) We showed in (a) that S ⊂ V(I(S)), so we just have to prove the re-
verse inclusion. Since S is a variety, we are assuming that there are poly-
nomials f1, . . . , fs such that S = V(f1, . . . , fs). But then we also have
S = V(⟨f1, . . . , fs⟩). By definition, each fi vanishes at every point of S, so
⟨f1, . . . , fs⟩ ⊆ I(S). By the inclusion-reversing property, we conclude

S = V(f1, . . . , fs) = V(⟨f1, . . . , fs⟩) ⊇ V(I(S)),

which is what we wanted to prove.

Exercise 2.10. Let f ∈ k[x1, . . . , xn] be a polynomial such that fm ∈ I(V ). This
means that fm(P ) = f(P )m = 0 for all P ∈ V . But f(P ) is an element of the field
k, and if a power of a field element is zero then that element is itself zero (because
a field is, in particular, an integral domain). Thus f(P ) = 0 for all P ∈ V , so
f ∈ I(V ).
Exercise 2.11.

(a) We use the fact that both I and J are ideals. Since 0 ∈ I and 0 ∈ J , we
have 0 ∈ I ∩ J . If f, g ∈ I ∩ J then f and g are both in I and both in J , so
f+g ∈ I∩J . If f ∈ I∩J and h ∈ R then hf ∈ I and hf ∈ J so hf ∈ I∩J .

(b) 0 ∈ I and 0 ∈ J so 0 = 0 · 0 ∈ IJ . Assume f =
∑m

i=1 figi for some
fi ∈ I, gi ∈ J and g =

∑m′

i=1 f
′
ig

′
i for some f ′

i ∈ I, g′
i ∈ J . Then

f + g =
m∑

i=1
figj +

m′∑
i=1

f ′
ig

′
j ∈ IJ.

Finally, if f =
∑m

i=1 figi for some fi ∈ I, gi ∈ J and h ∈ R then

hf = h ·
m∑

i=1
figi =

m∑
i=1

(hfi)gi ∈ IJ

since hfi ∈ I (because I is an ideal).
(c) It’s enough to prove that each generator of IJ is in I ∩ J (why?). If

I = ⟨f1, . . . , fs⟩ and J = ⟨g1, . . . , gt⟩ then the generators of IJ have the
form figj for 1 ≤ i ≤ s and 1 ≤ j ≤ t. But then figj ∈ I (since fi ∈ I) and
also figj ∈ J (since gj ∈ J) so figi ∈ I ∩ J .

(d) For example take I = ⟨x⟩ and J = ⟨x⟩. Then I ∩ J is clearly equal to ⟨x⟩,
while IJ = ⟨x2⟩. We have already seen that these two ideals are not equal.

(e) Let’s prove the two inclusions.
"⊆": Let P ∈ V(IJ). We want to show that P ∈ V(I) ∪ V(J). If

P ∈ V(I) then we’re done, so assume P /∈ V(I); we want to show that then
P ∈ V(J). Since P /∈ V(I), there is some f ∈ I such that f(P ) ̸= 0. But
fg ∈ IJ for all g ∈ J ; hence (fg)(P ) = 0 for all g ∈ J . Thus P ∈ V(J) as
desired.

"⊇": Let P ∈ V(I) ∪ V(J). So either P ∈ V(I) or P ∈ V(J) (or both).
Assume without loss of generality that P ∈ V(I). Then f(P ) = 0 for all
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f ∈ I. Let g ∈ IJ , so

g =
m∑

i=1
figi | fi ∈ I and gi ∈ J.

Then we get g(P ) =
∑m

i=1 fi(P )gi(P ) = 0. Hence g(P ) = 0 for all g ∈ IJ ,
and so P ∈ V(IJ).

(f) Again we prove the two inclusions.
"⊆": Let P ∈ V(I ∩ J), so h(P ) = 0 for all h ∈ I ∩ J . Suppose that

P /∈ V(I). We want to show P ∈ V(J), i.e. we want to show that g(P ) = 0
for all g ∈ J . Since P /∈ V(I), there is some f ∈ I such that f(P ) ̸= 0. Then
for any g ∈ J , we know that fg ∈ I ∩ J so (fg)(P ) = 0. Sincef(P ) ̸= 0,
this forces g(P ) = 0 for all g ∈ J , so P ∈ V(J) as desired.

"⊇": Let P ∈ V(I) ∪ V(J), so either P ∈ V(I) or P ∈ V(J) or both.
Let f ∈ I ∩ J . Since f is in both I and J , we must have f(P ) = 0. So
P ∈ V(I ∩ J).

Exercise 2.12. "⊆": Let P = (a1, . . . , an) ∈ ϕ−1(X), so ϕ(P ) ∈ X. This means

(F1(a1, . . . , an), . . . , Fm(a1, . . . , an)) ∈ X.

But X = V(G1, . . . , Gk), so for any i with 1 ≤ i ≤ k we have

Gi(F1(a1, . . . , an), . . . , Fm(a1, . . . , an)) = 0.

That is, the polynomial Gi(F1, . . . , Fm) vanishes at P for 1 ≤ i ≤ k, so

P ∈ V(G1(F1, . . . , Fm), . . . , Gk(F1, . . . , Fm))

as desired.
"⊇": Let

P = (a1, . . . , an) ∈ V(G1(F1, . . . , Fm), . . . , Gk(F1, . . . , Fm)).

This means (F1(P ), . . . , Fm(P )) ∈ V(G1, . . . , Gk) = X ⊂ Cm. But (F1(P ), . . . ,
Fm(P )) = ϕ(P ), so ϕ(P ) ∈ X, i.e. P ∈ ϕ−1(X) as desired.

Exercise 2.13. First we find a function ϕ : k[x1, . . . , xn−1][xn] → k[x1, . . . , xn].
If f ∈ k[x1, . . . , xn−1][xn], notice that

f = g0(x1, . . . , xn−1) + g1(x1, . . . , xn−1)xn + · · · + gd(x1, . . . , xn−1)xd
n

for some non-negative integer d. So f can be viewed naturally as an element of
k[x1, . . . , xn] just by multiplying out all the terms. Define ϕ(f) = f in this way.

Now note that ϕ is a ring homomorphism. Indeed, ϕ(f + g) = ϕ(f) + ϕ(g) =
f + g and ϕ(fg) = ϕ(f)ϕ(g) = fg are both immediate from the definition.

Next notice that ϕ is injective: again from the definition, f ∈ kerϕ if and only
if ϕ(f) = 0 if and only if f = 0.
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Finally notice that ϕ is surjective: by separating out the xn’s, any polynomial
in k[x1, . . . , xn] can be expressed as a polynomial in k[x1, . . . , xn−1][xn].

Exercise 2.16. Consider the chain of ideals

⟨f1⟩ ⊆ ⟨f1, f2⟩ ⊆ ⟨f1, f2, f3⟩ ⊆ · · · .

Since k[w, x, y, z] is Noetherian, this chain stabilizes. That is, there is some N so
that

⟨f1, . . . , fN ⟩ = ⟨f1, . . . , fN , fN+1, . . . , fj⟩

for any j ≥ N+1. So in particular, each fj can be written as a linear combination
of f1, . . . , fN .

Exercise 2.17.
(a) We claim that f = f2

1 + · · · + f2
s does the trick. First show V ⊆ V(f). If

P ∈ V then fi(P ) = 0 for all 1 ≤ i ≤ s, so f2
i (P ) = 0 for all 1 ≤ i ≤ s and

hence the sum f(P ) = 0 as well.
Conversely, we’ll show that V ⊇ V(f). Let P ∈ V(f), so

f(P ) = (f2
1 + · · · + f2

s )(P ) = f2
1 (P ) + · · · + f2

s (P ) = 0.

But we are working over the real numbers, so each term of f2
1 (P ) + · · · +

f2
s (P ) is non-negative. Thus it can only equal zero if f1(P ) = · · · = fs(P ) =

0, i.e. if P ∈ V .
(b) Let f = f2

1 + · · · + f2
s , which is certainly in I = ⟨f1, . . . , fs⟩. From part (a)

we know that
∅ = V(I) = V(⟨f1, . . . , fs⟩) = V(f),

so f has no zeros in Rn.

Exercise 2.18. Let J = I(V ) + I(W ). We first claim that V(J) = ∅. If P ∈ V(J)
then in particular every element of I(V ) vanishes at P and every element of I(W )
vanishes at P . Thus P ∈ V and P ∈ W , i.e. P ∈ V ∩W . This is impossible since
V ∩W = ∅.

But now C is algebraically closed, so the Weak Nullstellensatz holds. This
means

J = I(V ) + I(W ) = ⟨1⟩,

so the desired result holds.

Exercise 2.19. Since k[x1, . . . , xn] is Noetherian,
√
I is finitely generated. Say

√
I = ⟨f1, . . . , fs⟩.

In particular, each fi is in
√
I. Define m1, . . . ,ms so that fmi

i ∈ I for each i. Let
p = m1 + · · · +ms.

Let f ∈
√
I, so we can write f = g1f1 + · · · + gsfs, where gi ∈ k[x1, . . . , xn].

Then
fp = (g1f1 + · · · + gsfs)p.
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Each term in the expansion of fp is of the form

Bf i1
1 f

i2
2 · · · f is

s ,

where B is some (ugly) polynomial and i1 + i2 + · · · + is = p = m1 + · · · + ms.
As in class, we claim that for at least one subscript k we have ik ≥ mk. This is
a sort of pigeon-hole principle – if ik is always less than mk, it is impossible for
i1 + i2 + · · · + is = p = m1 + · · · +ms. But if ik ≥ mk then f ik

k ∈ I. So every such
term in the expansion of fp is in I, hence fp ∈ I.

Exercise 2.20.
(a) We have seen that

V(I) ∩ V(J) = V(I + J).
Hence under our conditions, V(I)∩V(J) = ∅, i.e. V(I) and V(J) are disjoint.

(b) It is always true that IJ ⊆ I ∩ J so we only have to prove the reverse
inclusion. From our assumption we have that for some f ∈ I and g ∈ J ,
1 = f + g. Let h ∈ I ∩ J . We want to show that h ∈ IJ . Multiplying both
sides of the equation 1 = f + g by h gives h = fh+ gh. The fact that f ∈ I
and h ∈ J means that fh ∈ IJ . The fact that h ∈ I and g ∈ J means that
gh ∈ IJ . Thus h ∈ IJ .

(c) It is enough to take I = J = ⟨x⟩.

Exercise 2.21.
(a) No! Suppose fm ∈ I(X), so fm vanishes at every point of X. Then clearly

f vanishes at every point of X. Hence f ∈ I(X), so J = I(X) is radical.
(b) Yes! I(X) being prime means that X is irreducible, so let’s take the simplest

non-irreducible example: two points. Let X = {(0, 0), (1, 0)} ⊂ R2, and
take J = I(X). I’m happy with this as your final answer. But if you also
tell me that J = ⟨y, x(x− 1)⟩, that’s good too. Notice that x · (x− 1) ∈ J
but neither x nor x− 1 is in J , so J is not prime.

(c) Yes! Let R = k[x, y] and let J = ⟨x⟩. J is prime, but it is not maximal
since J ⊂ ⟨x, y⟩, which is also prime.

(d) Yes! Take J = ⟨x2⟩ ⊂ R[x, y]. Then V(J) is the y-axis in R2, which is
irreducible. Then I(V(J)) = ⟨x⟩, which is prime. But J itself is not prime,
since x · x ∈ J but x /∈ J .

(e) Yes! Take J = ⟨x2⟩ ⊂ R[x, y]. Then V(J) is the y-axis in R2. The
polynomial f = x has the desired property.

(f) No! This is the main point of the Strong Nullstellensatz. If f ∈ I(V(J))
then fm ∈ J for some m ≥ 1.

Exercise 2.22. By the Hilbert Basis Theorem, I has a finite generating set:
I = ⟨f1, . . . , fr⟩. Since I ⊂

√
J , each fi ∈

√
J . Thus for each i there is a positive

integer mi such that fmi
i ∈ J . Now we look at different powers of I,

Im = ⟨f1, . . . , fr⟩ · ⟨f1, . . . , fr⟩ · · · · · ⟨f1, . . . , fr⟩︸ ︷︷ ︸
m times

.
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This is generated by the polynomials obtained by taking m of the fi (possibly
repeating) and multiplying them. We want to show that if we choose m big
enough, then every such generator is in J .

If you were to take m = (m1 − 1) + (m2 − 1) + · · · + (mr − 1) = (
∑
mi) − r,

then it wouldn’t quite work because you’d get

fm1−1
1 · fm2−1

2 · · · · · fmr−1
r

as one of the generators, which is not necessarily in J . However, let m be anything
bigger than this, e.g. m = (

∑
mi) − r + 1. Then every generator of Im is of the

form
fa1

1 · fa2
2 · · · · · far

r

with
∑
ai = m, and this forces at least one of the ai to be bigger than or equal to

the corresponding mi; thus every generator of Im is in J . Hence Im ⊂ J .
Exercise 2.26.

(a) Since I and J are homogeneous ideals, we can find generators for each that
are homogeneous. Say I = ⟨f1, . . . , fs⟩ and J = ⟨g1, . . . , gt⟩. Then

I + J = ⟨f1, . . . , fs, g1, . . . , gt⟩

is generated by homogeneous polynomials, hence is a homogeneous ideal.
(b) We’ll use the other condition for an ideal to be homogeneous. Let f ∈ I∩J .

Write f as a sum of homogeneous polynomials, f = fd +fd−1 + · · ·+f1 +f0.
Since f ∈ I and I is homogeneous, each fi ∈ I. Similarly for J . Thus each
fi ∈ I ∩ J , so I ∩ J is homogeneous.

Exercise 2.27.
(a) Let f(x, y, z) = x3yz + 4x2yz2 + 5xyz3. Notice that d = 5. Then

∂f

∂x
= 3x2yz + 8xyz2 + 5yz3,

∂f

∂y
= x3z + 4x2z2 + 5xz3,

∂f

∂z
= x3y + 8x2yz + 15xyz2.

Then

x
∂f

∂x
+ y

∂f

∂y
+ z

∂f

∂z

= x(3x2yz + 8xyz2 + 5yz3) + y(x3z + 4x2z2 + 5xz3)

+ z(x3y + 8x2yz + 15xyz2)

= (3x3yz + 8x2yz2 + 5xyz3) + (x3yz + 4x2yz2 + 5xyz3)

+ (x3yz + 8x2yz2 + 15xyz3)

= 5(x3yz + 4x2yz2 + 5xyz3).
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(b) We know that
f(λx0, . . . , λxn) = λdf(x0, . . . , xn). (13.3)

Then differentiate on both sides with respect to λ.

∂

∂λ
f(λx0, . . . , λxn) = dλd−1f(x0, . . . , xn). (13.4)

Let’s look at the left-hand side. For 0 ≤ i ≤ n let ui = λxi.

∂

∂λ
f(λx0, . . . , λxn) =

n∑
i=0

(
∂f

∂ui

) (
∂ui

∂λ

)
=

n∑
i=0

(
∂f

∂xi

∣∣∣
xi=ui

)
· xi

=
n∑

i=0
λd−1xi

∂f

∂xi

(13.5)

where we have used the fact that ∂f
∂xi

is homogeneous of degree d − 1 and
applied (13.3) to the partials. Now substitute the result of (13.5) into (13.4)
and divide by λd−1 (which is non-zero) to obtain the result.

(c) First note that

fx = ∂f

∂x
= yz, fy = ∂f

∂y
= xz, fz = ∂f

∂z
= xy.

Now, V(f) = V(xyz) is the union of the three lines defined by x = 0,
y = 0 and z = 0. On the other hand, V(fx, fy, fz) is the locus defined by

yz = 0,
xz = 0,
xy = 0.

A quick calculation reveals

V(fx, fy, fz) = V(x, y) ∪ V(x, z) ∪ V(y, z).

This is precisely the union of the three points of pairwise intersection of
the three lines in V(xyz), that is, the points {[1, 0, 0], [0, 1, 0], [0, 0, 1]}. In
particular, V(fx, fy, fz) is a subset of V(xyz). And indeed, since Euler’s
theorem gives, in this case, that

x · fx + y · fy + z · fz = 3 · f,

if P ∈ V(fx, fy, fz) then fx, fy, fz all vanish at P , so Euler’s theorem implies
that f vanishes at P , so in particular P ∈ V(f).

(d) First note that f = x2yz + xy2z + xyz2, so

fx = ∂f

∂x
= 2xyz + y2z + yz2 = yz(2x+ y + z),

fy = ∂f

∂y
= x2z + 2xyz + xz2 = xz(x+ 2y + z),
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fz = ∂f

∂z
= x2y + xy2 + 2xyz = xy(x+ y + 2z).

Now, V(f) = V(xyz(x+ y+ z)) is the union of the four lines defined by
x = 0, y = 0, z = 0 and x+ y + z = 0. On the other hand, V(fx, fy, fz) is
the locus defined by

yz(2x+ y + z) = 0,
xz(x+ 2y + z) = 0,
xy(x+ y + 2z) = 0.

Since each of these is a product of three linear forms, each equation is
satisfied exactly when one (or more) of the factors is zero. Then for a point
to be in the solution set V(fx, fy, fz) we need one of the following lines to
hold:

x = 0 ⇒ yz(y + z) = 0 ⇒ y = 0 OR z = 0 OR y = −z,

y = 0 ⇒ xz(x+ z) = 0 ⇒ x = 0 OR z = 0 OR x = −z,

z = 0 ⇒ xy(x+ y) = 0 ⇒ x = 0 OR y = 0 OR x = −y.

So the solutions are (after eliminating repetitions)

{[0, 0, 1], [0, 1, 0], [0, 1,−1], [1, 0, 0], [1, 0,−1], [1,−1, 0]}.

These points are the pairwise intersections of the four lines. (Note
(4

2
)

= 6.)
In particular, V(fx, fy, fz) is a subset of V(xyz(x + y + z)). And indeed,
since Euler’s theorem gives, in this case, that

x · fx + y · fy + z · fz = 4 · f,

if P ∈ V(fx, fy, fz) then fx, fy, fz all vanish at P , so Euler’s theorem implies
that f vanishes at P , so in particular P ∈ V(f).

FYI: The vanishing locus in P2 of a polynomial f that is a product of homogeneous
linear polynomials, where none is a scalar multiple of another, is called a line
arrangement and is an object of interest in current research. The vanishing locus
of the partial derivatives, and the ideal that the partial derivatives generate, is an
important part of that.

Exercise 2.28.

(a) I = ⟨x4, y5, z6, x2y2z3, x3yz4⟩.
(b) m1 = 4 since x4 ∈ I. m2 = 5 since y5 ∈ I. m3 = 6 since z6 ∈ I. Thanks

to the proof in class, we can take r = 4 + 5 + 6 = 15. But in fact r = 13
works.

(c) I = ⟨x2, y4⟩ and J = ⟨x2 + y4⟩.
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Exercise 2.29. Let

P = [p1, p2, p3], Q = [q1, q2, q3], R = [r1, r2, r3].

The fact that P,Q,R are collinear means that there is some linear form

ax+ by + cz = [a b c ]

xy
z


that vanishes on all three points. (We’re slightly abusing notation by identifying
a 1 × 1 matrix with its entry.) That is, we have the matrix products

[a b c]

p1
p2
p3

 = 0, [a b c]

 q1
q2
q3

 = 0, [a b c]

 r1
r2
r3

 = 0.

Then

[a b c]A−1A

p1
p2
p3

 = 0 (13.6)

as well (and similarly for Q,R). Now, [a b c]A−1 is a new 1 × 3 matrix of scalars,
and as such it defines a new linear form

[a b c]A−1

xy
z

 .
On the other hand,

A

p1
p2
p3

 = ϕ(P ). (13.7)

Since (13.6) and (13.7) hold for Q and R as well, the equation (13.6) means that
this new linear form vanishes on ϕ(P ), ϕ(Q), ϕ(R) and so they are collinear.

The converse clearly holds since ϕ is invertible.
Exercise 2.30.

(a) IΛ = ⟨L1, L2⟩, where L1, L2 are homogeneous linear polynomials in five
variables and L1 is not a scalar multiple of L2.

(b) We want to find the common vanishing locus of two homogeneous linear
polynomials, say L1 = a0x0 + a1x1 + a2x2 + a3x3 and L2 = b0x0 + b1x1 +
b2x2 + b3x3. So we have a system of linear equations

a0x0 + a1x1 + a2x2 + a3x3 = 0,
b0x0 + b1x1 + b2x2 + b3x3 = 0.

Consider the coefficient matrix

A =
[
a0 a1 a2 a3
b0 b1 b2 b3

]
.
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The fact that the planes are distinct means that L1 is not a scalar multiple
of L2, so the rows of A are independent. Thus the dimension of the solution
space of this system of equations is 4 − 2 = 2 (where 4 is the number of
variables and 2 is the number of equations). But a vector space of dimension
two corresponds to a projective line, so we are done.

(c) Λ1 could be defined by ⟨x1 − x0, x3 − x2⟩ and Λ2 could be defined by
⟨x2−x0, x4−x3⟩. So Λ1∩Λ2 is the solution space of the system of equations

x1 − x0 = 0,
x3 − x2 = 0,
x2 − x0 = 0,
x4 − x3 = 0.

This means that if you fix any value for x4, say x4 = λ, then

λ = x4 = x3 = x2 = x0 = x1,

so the solution is exactly the point [1, 1, 1, 1, 1].
(d) There are infinitely many possible answers. For a linear form L = a0x0 +

a1x1 + a2x2 + a3x3 + x4x4 to vanish at the point [1, 1, 1, 1, 1], we need

a0 + a1 + a2 + a3 + a4 = 0

(plug the value 1 into each xi). There is a four-dimensional linear space of
such solutions. To get a plane we need to choose two independent ones (by
(a)), and there are infinitely many ways we could do that twice (to get two
planes).

Exercise 2.31.
(a) "⇐": If we know in advance that a = 3t, b = 4t and c = 5t then

ax+ by + cz = 0 ⇔ (3t)x+ (4t)y + (5t)z = 0 ⇔ 3x+ 4y + 5z = 0

so they define the same line.
"⇒": Consider the lines V(ax + by + cz) and V(3x + 4y + 5z) in P2.

Either they meet in a single point or they are the same line. To find out
which, we solve a system of homogeneous linear equations

3x + 4y + 5z = 0,
ax + by + cz = 0.

Each equation represents a plane through the origin in R3. The lines in P2

meet in a single point if and only if the solution space of these two equations
is a 1-dimensional subspace of R3 (i.e. a line through the origin in R3, i.e. a
point of P2). Looking at the coefficient matrix[

3 4 5
a b c

]
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we know that the solution space is 1-dimensional if and only if the rank of
this matrix is 2, if and only if neither row is a multiple of the other. So the
lines are the same in P2 if and only if the solution space is 2-dimensional,
if and only if a = 3t, b = 4t and c = 5t for some non-zero t as claimed.

(b) We have

(P2)∨ = {Lines in P2} = {V(ax+ by + cz)} = {[a, b, c]},

where the latter is the set of triples of real numbers, not all zero, up to
scalar multiples, i.e. the latter is a projective plane.

(P2)∨ is called the dual projective plane. So what we have so far is that
a point P = [a, b, c] in (P2)∨ corresponds to the line ℓP = V(ax+by+cz) in
P2. You can use this for the next two parts even if you didn’t get (a) and/or
(b). Furthermore, even if you don’t get (c) you can use the statement of
(c) to do (d) and (e).

(c) Say Pi = [ai, bi, ci] for i = 1, 2, 3. Then the Pi all lie on a line in (P2)∨ if and
only if there are some constants p, q, r ∈ R such that [a1, b1, c1], [a2, b2, c2]
and [a3, b3, c3] are all solutions to the equation

pa+ qb+ rc = 0

in the variables a, b, c. That is, we have

a1p + b1q + c1r = 0,
a2p + b2q + c2r = 0,
a3p + b3q + c3r = 0.

But this means that [p, q, r] is a common solution of the equations

a1x + b1y + c1z = 0,
a2x + b2y + c2z = 0,
a3x + b3y + c3z = 0,

i.e. [p, q, r] is common to the lines V(a1x + b1y + c1z),V(a2x + b2y +
c2z),V(a3x+ b3y + c3z), i.e. to the lines ℓP1 , ℓP2 , ℓP3 as desired.

(d) The points on this line are all on the same line (obviously), so the corre-
sponding lines in P2 all pass through the same common point, by (c). This
collection of lines through a common point is called a pencil of lines.
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(e) We start with the configuration

a

c

e

g d

b

f

In sketching the dual set of points, we have to make sure that A,C,E,G
are collinear, B,C,D are collinear, B,F,G are collinear and D,E, F are
collinear. Here is one possible sketch. The dashed lines are just to empha-
size which points are collinear.

• • • •

•

•

•

A C E G

B

D

F

Exercise 3.4. Let

f ∈ Isat = {f ∈ R | for each 0 ≤ i ≤ n there is some mi so that xmi
i f ∈ I}.

Write f as a sum of its homogeneous parts:

f = f0 + f1 + f2 + · · · + fd.

We want to show that for each j, fj ∈ Isat. That is, having chosen fj , we want to
show that for each i we have xmi

i fj ∈ I for suitable mi. Since f ∈ Isat, we know
that for each i we have xmi

i f ∈ I. But

xmi
i f = xmi

i f0 + xmi
i f1 + · · · + xmi

i fd

is the decomposition of xmi
i f into its homogeneous parts. Since I is homogeneous,

we have xmi
i fj ∈ I for each j, as desired.
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Exercise 3.5.
(a) For j ≥ 4, notice that every monomial is in ⟨x2, y2, z2⟩, i.e. [⟨x2, y2, z2⟩]j =

[R]j for all j ≥ 4. (Soon we will give this property a name: it is an artinian
ideal.) So 1 ∈ ⟨x2, y2, z2⟩sat, i.e. the saturation is all of k[x, y, z].

(b) Let I = ⟨x2, y2, z2⟩. Now it is no longer true that [I]j = [⟨x2, y2, z2⟩]j =
[R]j for any j ≥ 0. (For example, wj is never in I.) In fact, we claim that
I is already saturated! (See what a difference an extra variable can make?
Compare with (a).)

We know that I ⊂ Isat is always true, so we want to prove the reverse
inclusion. Let f ∈ Isat, so there exist m0, m1, m2, m3 such that fwm0 ∈ I,
fxm1 ∈ I, fym2 ∈ I, fzm3 ∈ I. Ignoring the last three, consider the
condition fwm0 ∈ I. We have

fwm0 = Ax2 +By2 + Cz2. (13.8)

By unique factorization, wm0 has to divide Ax2 + By2 + Cz2. We can’t
quite conclude that wm0 divides each of A, B and C since for instance we
might have A = −y2 and B = x2, in which case we only conclude that wm0

divides C. So assume that no single term in the right-hand side of (13.8) is
zero (i.e. A ̸= 0, B ̸= 0, C ̸= 0), that no two terms sum to zero, and in fact
that if we expand all products, we have removed any terms that cancel out.
This means that wm0 divides every term on the right. Since wm0 clearly
has no factor in common with x2, y2 or z2, this means that it divides A, B
and C. Then dividing both sides by wm0 , and we get

f = A′x2 +B′y2 + C ′z2 ∈ I.

Thus I = Isat and we are done.
(c) Notice that [⟨x2, xy, xz⟩]j = [⟨x⟩]j for all j ≥ 2, so the desired saturation is

⟨x⟩.

Exercise 3.6. Assume V ⊂ Pn is a projective variety and letR = k[x0, x1, . . . , xn].
We know that IV ⊆ Isat

V , so we want to show the opposite inclusion. Let f ∈ Isat
V .

We want to show that f ∈ IV , i.e. that f(P ) = 0 for all P ∈ V . Let P ∈ V . We
know that V(x0, x1, . . . , xn) = ∅, so there is at least one xi that does not vanish at
P . But for this choice of xi we still have f · xmi

i ∈ IV for some mi, so it vanishes
at P . Since xmi

i does not vanish at P , we must have f(P ) = 0 as desired.
Exercise 3.14. We have I = ⟨x2, xy, xz⟩ ⊂ R = k[x, y, z]. Notice that I =
x · ⟨x, y, z⟩, i.e. the generators of I are generators of the degree 2 component of
the ideal ⟨x⟩. So [I]t = [⟨x⟩]t for all t ≥ 2, so the Hilbert functions coincide. We
get hR/I(t) = t + 1 for all t ≥ 2. Since R/⟨x⟩ has depth 1 and R/I agrees with
R/⟨x⟩ in all degrees ≥ 2, there is no other degree where ×L fails to be injective.
The saturation of I is ⟨x⟩, and it corresponds to a line in P2.
Exercise 3.15.

(a) We saw in Exercise 3.6 that IV is a saturated ideal. The condition that
LḠ = 0 in R/IV means that LG ∈ IV . It’s easy to see that L /∈ IV and
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in fact L does not vanish on either component of V . Thus if LG vanishes
on all of V , we must have G ∈ IV . This means Ḡ = 0 in R/IV . So L is a
regular element by definition.

(b) The plane defined by L meets the component V(x0, x1) at the point

V(x0, x1, x0 + x1 + x2 + x3) = V(x0, x1, x2 + x3) = [0, 0, 1,−1].

Similarly, the plane defined by L meets the component V(x2, x3) at the
point

V(x2, x3, x0 + x1 + x2 + x3) = V(x2, x3, x0 + x1) = [1,−1, 0, 0].

(c) By inspection we can choose L′ = x0 + x1.
(d) We check each xi separately.

x0(x0 + x1) = x2
0 + x0x1 = x0(x0 + x1 + x2 + x3) − x0x2 − x0x3 ∈ ⟨L, IV ⟩,

x1(x0 + x1) = x0x1 + x2
1 = x1(x0 + x1 + x2 + x3) − x1x2 − x1x3 ∈ ⟨L, IV ⟩,

x2(x0 + x1) = x0x2 + x1x2 ∈ IV ⊂ ⟨L, IV ⟩,

x3(x0 + x1) = x0x3 + x1x3 ∈ IV ⊂ ⟨L, IV ⟩.

(e) No matter what element of [R/⟨L, IV ⟩]1 you choose, part (d) shows that it
is annihilated by x0 + x1. Notice that (x0 + x1) ̸= 0 in R/⟨L, IV ⟩. So for a
general linear form ℓ, the equation ℓG = 0 always has a nonzero solution,
namely G = x0 + x1. Thanks to Remark 3.11, this means that R/⟨L, IV ⟩
has no non-zerodivisors, and depth(R/IV ) = 1.

(f) x0, x2 ̸= 0 in R/IV but x0 · x2 = 0 in R/IV .

Exercise 3.16. We know that I ⊆ Isat, so [I]t ⊆ [Isat]t for all t ≥ 0. The exercise
is asserting that the number of degrees in which this latter is not an equality is
finite. For convenience denote by m the irrelevant ideal ⟨x0, . . . , xn⟩.

Since R = k[x0, . . . , xn] is Noetherian, Isat is finitely generated. Let d be the
largest degree of any element in a minimal generating set for Isat. Let {f1, . . . , fr}
be a basis for [Isat]d. (These elements may or may not be in I.) For each fi and
each variable xj , 0 ≤ j ≤ n, there is a positive integer mi,j so that fi · xmi,j

j ∈ I.
It’s not hard to check that then for each i there exists a positive integer Ni (for
example the sum over j of the mi,j works) so that fi · mNi+p ⊂ I for all p ≥ 0.

Now let N = maxi{Ni}, so that fi · mN ⊂ I for all fi. It follows that [Isat]d ·
mN ⊆ [I]d+N . Since all the minimal generators of Isat occur in degree ≤ d, we
know that mp · [Isat]d = [Isat]d+p for any p ≥ 0. Putting it all together we have

[I]d+N+p ⊆ [Isat]d+N+p = mN+p · [Isat]d ⊆ [I]d+N+p

(since the fi generate Isat). This gives the result.
Exercise 3.17.

(a) Let f ∈ I : m and write f as the sum of its homogeneous parts:

f = f0 + f1 + · · · + fd.
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We want to show that each fi is in I : m. Let m ∈ m. Without loss of
generality assume m is homogeneous. (If not, apply the same argument for
each homogeneous part.) By definition, fm ∈ I. Note that

fm = f0m+ f1m+ · · · + fdm.

This is the homogeneous decomposition of fm since m is a homogeneous
polynomial. Since I is a homogeneous ideal and fm ∈ I, each fim ∈ I.
But this means that each fi is in I : m, as desired.

(b) It’s clear that I : m ⊃ I always, so really we can replace I : m = I with
I : m ⊆ I in the statement.

Assume first that I is saturated. Let f ∈ I : m. We want to show that
f ∈ I. Since f ∈ I : m, we have fx0 ∈ I, fx1 ∈ I, . . . , fxn ∈ I. By
Definition 3.3, this means f ∈ Isat. But Isat = I since I is saturated, so
we are done.

Conversely, assume that I : m ⊆ I. We want to show that I = Isat.
Since Isat in any case contains I, we can suppose that Isat properly contains
I and seek a contradiction. We have seen in Exercise 3.16 that for t ≫ 0
we have [Isat]t = [I]t, so it makes sense to choose f homogeneous of largest
possible degree so that f ∈ Isat\I. We claim that then we have

fx0, . . . , fxn ∈ I. (13.9)

Certainly since f ∈ Isat, some power of each xi multiplies f into I, so if
fxi /∈ I for some i we can replace f by fxi, contradicting the assumption
that f is of largest possible degree. But (13.9) implies that f ∈ I : m = I,
so we are done.

(c) This is essentially what we proved in (b) via (13.9).

Exercise 3.18. Suppose that I is not saturated. We want to show that

depth(R/I) = 0.

By Exercise 3.17 (c), the fact that I is not saturated means that R/I has a socle
element f , so for any (linear) form L the equation LG = 0 in R/I does not force
G = 0, since we can always take G = f no matter what L is. So R/I has no
non-zerodivisors, i.e. depth(R/I) = 0.

Exercise 3.28.
(a) From Example 3.24 we have seen that Kdim(R) = n + 1, while it is not

hard to show that (x0, . . . , xn) is a regular sequence.
(b) Since V is a finite union of points, the Krull dimension of R/IV is 1. On

the other hand, if L is a linear form defining a hyperplane that avoids all
the points of V then it is a non-zerodivisor since LF ∈ IV forces F ∈ IV .

(c) Take C = two skew lines. It is a union of two copies of P1 so it is a variety
of dimension 1, and hence KdimR/IC = 2, while in Exercise 3.15 showed
that depth(R/IC) = 1.
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x

y

Exercise 4.8.

(a) In the following picture, the dots represent monomials.
(b) 1, x, y, x2, xy, y2, x3, x2y, xy2, y3, x3y, x2y2, xy3, y4, x3y2, y5.

(c) Count the number of dots on the diagonals, not in the shaded area.

hR/I(t) =



1, if t = 0,
2, if t = 1,
3, if t = 2,
4, if t = 3,
4, if t = 4,
2, if t = 5,
0, if t ≥ 6.

(d) The Hilbert polynomial of R/I is the zero polynomial, since R/I takes the
value 0 for all t ≥ 6.

Exercise 4.12. The given sequence of integers is (1, 5, 12, 17, 25, 36). The growth
from degree 0 to degree 1 is automatically OK, and the growth from degree 5 on
is automatically OK. For the rest:

5 =
(

5
1

)
⇒ 5(1) =

(
6
2

)
= 15,

12 =
(

5
2

)
+

(
2
1

)
⇒ 12(2) =

(
6
3

)
+

(
3
2

)
= 20 + 3 = 23,

17 =
(

5
3

)
+

(
4
2

)
+

(
1
1

)
⇒ 17(3) =

(
6
4

)
+

(
5
3

)
+

(
2
2

)
= 15 + 10 + 1 = 26,

25 =
(

6
4

)
+

(
5
3

)
⇒ 25(4) =

(
7
5

)
+

(
6
4

)
= 21 + 15 = 36.

Since
12 < 15, 17 < 23, 25 < 26 and 36 ≤ 36,
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the sequence is an O-sequence. Notice that the growth from degree 4 to degree 5
is maximal. (So if the sequence had ended with 37 instead of 36, it would not be
an O-sequence.)

Exercise 5.1. By the Auslander-Buchsbaum formula,

proj dim R/I + depth R/I = n+ 1 = 2.

Since R/I is artinian, its depth is 0. Thus the projective dimension is 2. We also
know that it is Gorenstein. Thus the minimal free resolution has the form

0 → R(−) → F → R → R/I → 0.

But the alternating sum of the ranks is 0, so F has to have rank 2. This is the
codimension of R/I so R/I is a complete intersection.

Exercise 6.1. See the instructors if you need help or suggestions.

Exercise 6.2. We saw in Example 3.27 that a single line is ACM so we just have
to show that a set V of two skew lines is not ACM.

A set of two skew lines (in any projective space) has Krull dimension 2, since
the two skew lines are one-dimensional as a projective variety. On the other hand,
since by definition IV is saturated, we have by Remark 3.19 that R/I has depth
at least one.

So to show that V is not ACM, we have to show that the depth of R/IV is
exactly 1. That is, there does not exist a regular sequence of length 2. By Remark
3.11, it is enough to look at linear forms. Then we are done by Exercise 3.15.

Exercise 6.3. Let Z ⊂ Pn be a set of d points and denote by hZ(t) its Hilbert
function. It is trivially true that hZ(t) = 0 for t ≤ −1 and hZ(0) = 1. If n = 0
then Z is a single point and hZ(t) = 1 for all t ≥ 1 so there is nothing to prove.
Thus we assume n ≥ 1. If d = 1, we have hZ(t) = 1 for all t ≥ 1 and again there
is nothing to prove. So without loss of generality, assume d ≥ 2; then we also have
hZ(1) > hZ(0).

At this point, without loss of generality we can assume t ≥ 2 and d ≥ 2.
Let IZ be the defining homogeneous ideal of Z. Let L be a linear form not

vanishing on any of the points of Z. We first claim that IZ : L = IZ . Indeed, if
LF ∈ IZ then F ∈ IZ since L avoids all the points, so the claim follows immedi-
ately.

Then the exact sequence in Remark 3.20 gives us a short exact sequence

0 → [R/IZ ]t−1
×L−→ [R/IZ ]t → [R/⟨I,L⟩]t → 0.

Thus we get hZ(t − 1) ≤ hZ(t) for all t. It only remains to show that once
hZ(t0 − 1) = hZ(t0) for some t0, we have equality for all t ≥ t0. But the stated
equality means

[R/⟨I, L⟩]t0 = 0.

Since R/⟨I, L⟩ is a standard graded algebra, as an R-module it is generated in
degree 0. Thus once a component is zero, it can never become non-zero. So the
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Hilbert function is strictly increasing from degree 0 until some t0, at which point
it stabilizes.

Why is the value of the Hilbert function at this point precisely d? As in
Example 7.3 (c), you can check that for t ≫ 0, Z imposes independent conditions
on forms of degree t. For such t,

hZ(t) = dim[R/IZ ]t = dim[R]t − dim[IZ ]t = dim[R]t − (dim[R]t − d) = d.

Exercise 7.4.

(a) Let P1, . . . , P5 be a set of five points in P2. We’ll prove that if they lie on a
line then they do not impose independent conditions on cubics, and if they
do not lie on a line then they do impose independent conditions on cubics.

Assume that P1, . . . , P5 lie on a line, ℓ.

• • • • • ℓ

P1 P2 P3 P4 P5

We want to know: if we remove any point, say Pi, can we find a cubic
vanishing at all the remaining points but not at Pi? Say F were such a
cubic. Then the restriction of F to the line ℓ ∼= P1 would be a homogeneous
polynomial of degree 3 with four zeros. But then this restriction has to be
identically zero. This means that F vanishes along all of ℓ, so in particular
it vanishes at Pi. Thus the points do not impose independent conditions
on forms of degree 3, i.e. on plane cubics.

Now assume that the points do not all lie on a line.
Case 1: Four of the points are on a line, say ℓ, and the fifth is not on

that line. Without loss of generality say P5 is not on the line.

• • • •

•

ℓ

P1 P2 P3 P4

P5

We want to remove any of the five points and show that there is a cubic
vanishing at the remaining points but not the one we removed. If we remove
P5, for example the cubic ℓ3 does the trick. If we remove any of the other
points, without loss of generality say it is P4 (but the same argument works
for any of the points on ℓ). Then the cubic consisting of the union of the
three lines joining P5 to P1, P2, P3 respectively does the trick:
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• • • •

•

ℓ

P1 P2 P3 P4

P5

Case 2: Assume no four of the points lie on a line. In this case we can
subdivide into the subcase where three of the points lie on a line, and the
subcase where no three lie on a line. In both subcases, though, it’s easy to
see that you can use three lines to isolate any of the five points, as we did
above.

(b)

•

••

• • •

•

Clearly not all the seven points lie on a line, so

dim[I(V )]0 = dim[I(V )]1 = 0.

This accounts for the 1 and the 3. Also, clearly once we reach the value 7
it stays at 7, from what we said in class. So we have to verify the values in
degrees 2 and 3. It is a fact (e.g. from [37]) that two conics contain at most
four points in common, unless they have a common factor. Since our conic
is irreducible, it does not contain a common factor with anything else. Thus
we can’t have two independent conics containing V , so dim[I(V )]2 = 1 and
so

hV (2) = dim[R]2 − dim[I(V )]2 = 6 − 1 = 5.

Finally, to verify the value in degree 3 it’s enough to show that the
points impose independent conditions on cubics. But removing any point
Pi, we can pair the remaining points up and consider the three lines that
we thus get. Since each of these lines already contains two points of the
conic, the hint shows that they can’t contain a third, i.e. Pi is not on the
cubic formed by the union of these three lines. This completes the proof.

(c) The 3 says that the points lie in P2 but do not all lie on a line (otherwise it
would be 3 − 1 = 2). As above, the 5 says that the points lie on a unique
conic. But if they lay on an irreducible conic, we would get the Hilbert
function from (b), which is not the Hilbert function we’re looking at. So
these points lie on a reducible conic, i.e. a union of two lines. The 7’s tell
us that we have a total of seven points. So the key is to see what the 6 tells
us.
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The issue is to see how many points lie on one line and how many lie
on the other. We just saw that not all seven lie on one of them. Suppose
that six lie on one line and one lies on the other:

• • • • • •

•

ℓ1

ℓ2

P1 P2 P3 P4 P5 P6

P7

Then we could replace ℓ2 by any other line containing P7, so there would
not be a unique conic containing the seven points. So this is impossible.

We’re left with either 4 on one line and 3 on the other, or 5 on one line
and 2 on the other. Let’s rule out the former.

•
•

•

• • •

•

ℓ1

ℓ2

P1

P5

P2 P3 P4

P6

P7

If we remove one of P1, P2, P3, P4 then the remaining six can be paired
up with lines joining a point on ℓ1 with a point on ℓ2, avoiding the one we
removed. If we remove one of P5, P6, P7, say without loss of generality it’s
P5, then we take ℓ1 together with a line other than ℓ2 through P6 and one
through P7. We conclude from this that this set of seven points imposes
independent conditions on cubics, so the value of the Hilbert function in
degree 3 is 7, not 6.

The only remaining possibility is that we have five points on one line
(say ℓ1) and two on the other (or else that this Hilbert function does not
occur at all, but this is not the case). Let’s verify that a set of points of this
sort does have the desired Hilbert function. The same kind of reasoning
as in part (a) shows that this set of points does not impose independent
conditions on cubics, but it does impose independent conditions on quartics.
Remember that a finite set of points imposes independent conditions on
forms of degree t if and only if the value of the Hilbert function in degree
t is the number of points. So we have the following information:
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t h(t)
0 1
1 3 (since the points don’t all lie on a line)
2 5 (since the points lie on a unique conic)
3 ? (but not yet 7)
4 7

≥ 5 7

We said in class that the Hilbert function has to be strictly increasing until
you reach the number of points. Therefore the value in degree 3 has to be
6, and we’re done.

Exercise 7.5.
(a) IC is a monomial ideal, so as before we can count monomials not in IC .

t basis for [R/I]t hR/I(t)
0 1 1
1 w, x, y, z 4
2 w2, wx, x2, y2, yz, z2 6 (Note 6 = 10 − 4.)
3 w3, w2x,wx2, x3, y3, y2z, yz2, z3 8
...
t wt, wt−1x,wt−2x2, . . . , wxt−1, xt,

yt, yt−1z, yt−2z2, . . . , yzt−1, zt 2t+ 2

(b)
hR/IC

1, 4, 6, 8, . . . ,
∆hR/IC

1, 3, 2, 2, . . . ,
∆2hR/IC

1, 2,−1, 0, . . . .

Notice that the entries of ∆2hR/IC
are not all positive. This is related to

the fact that you proved in Exercise 3.15 that depth(R/IC) = 1, while
Kdim(R/IC) = 2, so C is not ACM.

Exercise 7.7. Remark 4.13 says that if V is a finite set of points then the eventual
value of hV (t) is the number of points, and Remark 7.6 shows that if R/I is Cohen-
Macaulay (e.g. if I = IV for some finite set of points V ) then you recover hR/IV

by "integrating". Thus the Hilbert function in this case is given by

(1, 1 + a1, 1 + a1 + a2, . . . )

and the eventual value is 1 + a1 + a2 + · · · + ad as claimed.

Exercise 7.8. The artinian reduction of R/I has Hilbert function equal to the
appropriate difference of the original Hilbert function exactly when R/I is Cohen-
Macaulay. This is because we need (7.1) to be a short exact sequence, and for this
we need a regular sequence of the right length.



[130] Juan C. Migliore and Giuseppe Favacchio

Exercise 7.9. The degree is obtained by adding the entries of the h-vector,
namely 22.

For the Hilbert function, it’s the same idea as before: we integrate.

dimension Hilbert function
artinian 1, 4, 7, 8, 2
points 1, 5, 12, 20, 22, 22, . . .
curve 1, 6, 18, 38, 60, 82, . . .
surface 1, 7, 25, 63, 123, 205, . . .

Exercise 7.10. If I were saturated, R/I would have depth at least 1 (Exercise
3.18). Thus for a general linear form L, the Hilbert function of R/⟨I, L⟩ would be
(1, 3,−1, 1, 1, . . . ). This is clearly not the Hilbert function of any standard graded
algebra. Thus I can’t be saturated.

The Hilbert polynomial of R/I is clearly t+1, so the leading coefficient tells us
(Remark 4.7) that I is eventually equal to the homogeneous ideal of a line, which
has Hilbert function (1, 2, 3, . . . ) (Example 7.3 4.). So Isat is the ideal of a line,
and its Hilbert function is (1, 2, 3, . . . ).

Exercise 8.5. We’ll use Lemma 8.4. Let L be a general linear form and consider
the multiplication by L on R/I from degree t − 1 to degree t. Assume that R/I
has the WLP. Consider the exact sequences

0 →
[
I : L
I

]
t−1

→
[
R

I

]
t−1

×L−→
[
R

I

]
t

→
[

R

⟨I, L⟩

]
t

→ 0

and
0 → [R/(I : L)]t−1

×L−→ [R/I]t → R/⟨I, L⟩ → 0

(see (3.1)).
Surjectivity of ×L is equivalent to [R/⟨I, L⟩]t = 0. It is clear that once this is

zero for some t, it is zero forever after that (since once ⟨I, L⟩ is equal to R in one
degree, it is equal forever after). In other words, once you have surjectivity in one
degree, it is surjective forever after.

But WLP means that if surjectivity does not hold then injectivity does. Injec-
tivity implies hR/I(t− 1) ≤ hR/I(t), and equality means that ×L is both injective
and surjective. Surjectivity means hR/I(t− 1) ≥ hR/I(t).

Clearly ×L is injective but not surjective when t = 0. Then ×L must be
injective but not surjective for a while (possibly) – this corresponds to hR/I being
strictly increasing – then possibly both injective and surjective, and then surjective.
The result follows.

One caveat is that it is possible that the tail of the Hilbert function does
have places where the values are equal. For example, (1, 3, 6, 8, 8, 6, 6, 4, 3, 3, 1) is
possible. Here we have only injectivity until t = 3, then surjectivity for t ≥ 4, but
in fact we have both injectivity and surjectivity for t = 4, 6, 9 (and of course after
the Hilbert function reaches 0).
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Exercise 8.6. We want to show that if R/I is a monomial algebra (i.e. I is
generated by monomials) then R/I has the WLP if and only if multiplication by
L = x1 + · · · + xn has maximal rank in each degree, where R = k[x1, . . . , xn].

We already know that if this L gives maximal rank then it also holds for a
general element of [R]1, by semicontinuity. So we want to prove the converse.
That is, assume that we know that R/I has the WLP, so there is some element L′

for which ×L′ has maximal rank in each degree.
Claim 1: Since R/I is artinian, some power of each variable is a minimal

generator of I. (You should convince yourself of this.)
Claim 2: Recall that since, by assumption, L′ gives maximal rank in each

degree, it is also true for a general element of [R]1. So without loss of generality
we can assume that L′ = a1x1 + · · · + anxn with ai ̸= 0 for all 1 ≤ i ≤ n.

Claim 3: Performing a change of variables does not change whether or not
R/I has WLP. So use the substitution

xi 7→ 1
ai
xi.

Claim 4: Under this change of variables, L 7→ x1 + · · · + xn.
Claim 5: Nevertheless, the monomial ideal I remains unchanged.
This completes the proof. Also see [48, Proposition 2.2].

Exercise 8.7.
(a) For a monomial ideal I, a basis for [R/I]t is given by all the monomials of

degree t not in I. In our case we have

t basis for [R/I]t
0 1
1 x, y, z

2 xy, xz, yz

3 xyz

t ≥ 4 0

(b) A basis for [R/I]0 is given by 1, and clearly 1 · L = L ̸= 0 so injectivity
is clear from degree 0 to degree 1. As for the multiplication from degree 2
to degree 3, we saw that a basis for [R/I]2 is given by {xy, xz, yz}, and a
basis for [R/I]3 is given by {xyz}. Consider

(x+ y + z)(axy + bxz + cyz) = (a+ b+ c)xyz

in R/I. For example taking a = 1, b = c = 0 gives surjectivity.
(c) Now consider the multiplication from degree 1 to degree 2. Using the given

bases for [R/I]1 and [R/I]2 we get that ×L is represented by the matrix 1 1 0
1 0 1
0 1 1

 .
The determinant of this matrix is −2, which is zero if and only if k has
characteristic 2. The conclusion about WLP is immediate.
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(d) Using the given bases, an element f = ax + by + cz of [R/I]1 can be
represented by the column matrix [a b c]t, so the multiplication gives 1 1 0

1 0 1
0 1 1

 ab
c

 =

a+ b
a+ c
b+ c

 .
Since we are in characteristic 2, taking a = b = c = 1 does the trick. Notice
that this means L itself is in the kernel of ×L, i.e. that L2 = 0 in R/I.

Exercise 8.9.

(a) I contains a pure power of each variable, so it is artinian.
(b) As in Exercise 8.7, for a monomial ideal I, a basis for [R/I]t is given by all

the monomials of degree t not in I. In our case we have

t basis for [R/I]t hR/I(t)
0 1 1
1 x, y, z 3
2 x2, xy, xz, y2, yz, z2 6
3 x2y, x2z, xy2, xz2, y2z, yz2 6
4 x2y2, x2z2, y2z2 3

t ≥ 5 0

so the Hilbert function is (1, 3, 6, 6, 3).
(c) We want to show that ×(x+y+ z) fails maximal rank, no matter what the

characteristic of k is. Consider the exact sequence

[R/I]2
×L−→ [R/I]3 → [R/⟨I, L⟩]3 → 0,

where L = x+ y + z. It is enough to show that

dim[R/⟨x3, y3, z3, xyz, x+ y + z⟩]3 > 0.

We have

k[x, y, z]/⟨x3, y3,z3, xyz, x+ y + z⟩
∼=k[x, y]/⟨x3, y3, (x+ y)3, xy(x+ y)⟩
∼=k[x, y]/⟨x3, y3, x3 + 3x2y + 3xy2 + y3, xy(x+ y)⟩
∼=k[x, y]/⟨x3, y3, 3xy(x+ y), xy(x+ y)⟩
∼=k[x, y]/⟨x3, y3, xy(x+ y)⟩

so this is clearly non-zero in degree 3 since dim[k[x, y]]3 = 4. At no point
did the characteristic play a role in our calculation, so it is independent of
the characteristic.
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Exercise 10.2. We have assumed that R/I is an artinian Gorenstein algebra
with the WLP, and that h is its Hilbert function. We want to show that h is an
SI-sequence.

By Definition 10.1, we have to show that h is symmetric and that its first
difference up to the middle is an O-sequence. The first of these is automatic since
R/I is Gorenstein (see Remark 5.2) so we focus on the second one.

Recall the exact sequence from Remark 3.20:

0 →
[
I : L
I

]
t−1

→
[
R

I

]
t−1

×L−→
[
R

I

]
t

→
[

R

⟨I, L⟩

]
t

→ 0.

We have the following facts.

1. The WLP tells us that the first vector space and the last vector space in
this exact sequence can never be non-zero at the same time.

2. R/⟨I, L⟩ is a standard graded algebra, so once it is zero in some degree, it
is zero forever after. (This is observed in Lemma 8.4.)

3. By duality, we must have injectivity in the first half and surjectivity in the
second half. (See also Proposition 11.1.)

This means that we have injectivity up to the middle, so ∆h is the Hilbert function
of R/⟨I, L⟩ up to the middle, hence is an O-sequence.

Exercise 10.5. This is immediate from the fact that(
k

n

)
−

(
k − 1
n

)
=

(
k − 1
n− 1

)
for any k, n > 0.

Exercise 10.7. The following is from [58] but you can come up with your own
example. Consider the sequence

(1, 10, 14, 20, 14, 10, 1).

It is obviously symmetric and unimodal. It is an O-sequence because

14 ≤ 10(1) = 55, 20 ≤ 14(2) = 30

(and the rest is immediate because it is non-increasing).
However, the first difference is (1, 9, 4, 6), and

6 > 4(2) = 5

so this is not an O-sequence.
It is shown in [58] that this sequence is actually the Hilbert function of a

suitable artinian Gorenstein algebra.
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Exercise 10.8.
(a) The polynomial ring R = k[x, y] satisfies

dim[R]i =
(
i+ 2 − 1

i

)
= i+ 1.

Let I = ⟨f, g⟩, where deg f = m and deg g = n ≥ m. We have the Koszul
resolution (see page 70)

0 → R(−m− n) → R(−m) ⊕R(−n) → R → R/I → 0

which gives

dim[R/I]i =



i+ 1 for 0 ≤ i < m,
(i+ 1) − (i−m+ 1) for m ≤ i < n,
(i+ 1) − (i−m+ 1) − (i− n+ 1) for n ≤ i < m+ n,
(i+ 1) − (i−m+ 1) − (i− n+ 1)

+(i−m− n+ 1) for i ≥ m+ n,

=


i+ 1 for 0 ≤ i < m,
m for m ≤ i < n,
m+ n− i− 1 for n ≤ i < m+ n,
0 for i ≥ m+ n.

as desired.
(b) First, it is clearly symmetric.

Second, note that for any t,

t+ 1 =
(
t+ 1
t

)
so

(t+ 1)(t) =
(
t+ 2
t+ 1

)
= t+ 2.

Since the growth of the given sequence is never greater than this, it is an
O-sequence. (This is obvious anyway since it is the Hilbert function of a
specific algebra.)

Finally, the first difference of the first half of the sequence is the constant
sequence (1, 1, . . . , 1), which is clearly also an O-sequence.

Exercise 12.1. Let Z = {P1, . . . , Pr}. Let τ =
(

t+n
n

)
, and note that dim[R]t = τ .

Let
f = a1x

t
0 + · · · + aτx

t
n ∈ [R]t.

Then vanishing at any Pi gives a homogeneous linear equation in the variables
a0, . . . , aτ , and solving the r linear equations gives [I ∩ IZ ]t. Showing that these
linear equations are independent is the same as showing that none of them is
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dependent on the other r − 1, which boils down to showing that the removal of
any of the points has a solution that does not vanish at the last one.
Exercise 12.2. For P = [1, 0, . . . , 0] we have ImP = Im

P = ⟨x1, . . . xn⟩m. Then

dimC(C[x0, x1, . . . , xn] ∩ [Im
P ]t) = dimC[Im

P ]t.

Recall from Exercise 2.1 that dimC(C[x0, . . . , xn]t) =
(

t+n
n

)
; hence we write

dimC[Im
P ]t =

(
t+ n

n

)
−

((
t+ n

n

)
− dimC[Im

P ]t
)
.

Therefore the number of conditions imposed by mP on forms of degree t is the
number of monomials of degree t in C[x0, x1, . . . , xn] that are not in (x1, . . . xn)m.
This number is

(
t+n

n

)
if m > t; otherwise it is

m−1∑
j=0

(
n− 1 + j

j

)
=

(
n+m− 1
m− 1

)
=

(
n+m− 1

n

)
,

where each summand is the number of monomials of type xt−j
0 · M with M ∈

C[x1, . . . , xn]j , and we are using the well-known Pascal’s rule
(

d
k

)
+

(
d

k+1
)

=
(

d+1
k+1

)
.

Notice that this latter number in the displayed equation is the number of
monomials of degree m− 1 in C[x0, . . . , xn].
Exercise 12.3. The picture is sketched in the accompanying figure, and it is
helpful to keep it in mind as you go through the solution. We will give two
solutions – the first is very computational, and the second is very geometric (and
possibly easier to follow).

First solution. By Exercise 6.3, the value of the Hilbert function is strictly
increasing until it reaches the value 8, at which it stabilizes. It is clear that
IX contains no forms of degree 2. Also note that the curves (x + z)x(x − z)
and (y + z)y(y − z)) ∈ IX . So, there are only two possibilities either HX =
(1, 3, 6, 7, 8, . . .) or HX = (1, 3, 6, 8, 8, . . .).

Let’s start the computation.

IX = ⟨x+ z, y − z⟩ ∩ ⟨x, y − z⟩ ∩ ⟨x+ z, y⟩ ∩ ⟨x, y⟩ ∩ ⟨x− z, y⟩

∩ ⟨x+ z, y + z⟩ ∩ ⟨x, y + z⟩ ∩ ⟨x− z, y + z⟩.

Then

IX =
〈
(x+ z)x, y − z

〉
∩

〈
(x+ z)x(x− z), y

〉
∩

〈
(x+ z)x(x− z), y + z

〉
=

〈
(x+ z)x, y − z

〉
∩

〈
(x+ z)x(x− z), y(y + z)

〉
=

〈
(x+ z)x(x− z), (y + z)y(y − z)), x(x+ z)y(y + z)

〉
.

Now, the linear form z defines a line not containing any of the points in X so
it is a regular element in R/IX and then the first difference of HX is the Hilbert
function of the artinian algebra

R/⟨z⟩/(IX + ⟨z⟩)/⟨z⟩ = k[x, y]/⟨x3, y3, x2y2⟩.
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Therefore
∆HX = (1, 2, 3, 2)

and
HX = (1, 3, 6, 8, 8, . . .).

−4 −3 −2 −1 0 1 2 3 4

1

2

3

4

−1

−2

−3

−4

Fig. 1: The set X in Exercises 12.3 and 12.4

Second solution. Observe that X does not lie on any conics. We now show
that X imposes independent conditions on [R]t for t ≥ 3, and this will give the
Hilbert function that we found in the first solution.

By Exercise 12.1, it is enough to show that the removal of any point Pi ∈ X
allows one to find a curve of degree t ≥ 3 that vanishes at the remaining points
but does not vanish at Pi. It is enough to handle the case t = 3. We leave it to you
to check that for any such Pi there is a subset of the remaining points consisting
of three collinear points, and then a conic vanishing at the remaining four points
of X\{Pi} but not at Pi.

Exercise 12.4. In Exercise 12.3 we computed that HX(3) = 8 hence dimk[IX ]3 =
10−8 = 2. However, the forms (x+z)x(x−z), (y+z)y(y−z) ∈ IX are generators
for [IX ]3 and both vanish at P . These forms define two cubic curves meeting in
the 9 points of the set X ∪ {P}, so P imposes no conditions on [IX ]3; however,
any other point not in this set will impose one condition on [IX ]3.

Exercise 12.7. Let F ∈ [IX ]t, let P not in the hypersurface defined by F . Then
P imposes a condition on forms of degree t vanishing at X since by construction,
not every element of [IX ]t vanishes at P .

Exercise 12.8. We have

IX = (x, y)2 ∩ (x, z) ∩ (y, z) = (xy, x2z, y2z).

So IX is a monomial ideal and then the Hilbert function of X can be calculated
as shown in Section 4. Therefore we get, dim[IX ]4 = 10. So e-dim(X, 4, 4) =
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10 − 10 = 0. However, for a general point P of multiplicity 4, the curve C
consisting of the union of the lines P1P with multiplicity 2, P2P and P3P vanishes
at X, and by Bezout’s Theorem any curve of degree 4 vanishing at X and at 4P
must be equal to C. Hence we get a-dim(X, 4, 4) = 1.

Exercise 12.13. Assume that a = 1 or 2 and b ≥ 4. The two lines ℓ1, ℓ2 ∈ L
certainly lie on a smooth quadric surface (for instance since we know any three
disjoint lines do), so the grid points X do as well. However, consider the grid
lines ℓ′

1, ℓ
′
2, ℓ

′
3 ∈ L′. These determine a unique smooth quadric surface Q, and by

Bezout’s theorem this quadric surface must contain ℓ1 and ℓ2. But we have too
much freedom to choose ℓ′

4 and beyond, and in particular they can be chosen off
of Q.

On the other hand, if 3 ≤ a ≤ b then again considering ℓ′
1, ℓ

′
2, ℓ

′
3 as before, we

get that all of the other lines are forced to be on Q by Bezout’s theorem.

Exercise 12.19. Consider the plane spanned by three points in X and take a
general point P on this plane. Project from P to get in P2 a set of six points, of
which three are collinear and the other three are not on a line. Such a set of six
points cannot lie on a conic.

Exercise 12.20. Let π be the projection from a general point. If no three points
of X are on a line and no four points are on a plane then, by Exercise 12.19, six of
the points in X are enough to exclude that π(X) lies on a conic. Therefore three
points of X must be on a line. In order for X to be (2, b)-geproci, this line must be
a component of the conic. Hence the conic containing π(X) splits into the union of
two lines, and again in order to be a complete intersection, both of the lines must
contain b points of X. Since the projection is general and X is non-degenerate, X
is contained in two skew lines. This is enough to conclude that X is a (2, b)-grid.
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